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Abstract

Information extraction technologies such as detecting the names of people and places in natural language texts are becoming ever more prevalent, as the amount of unstructured text data grows exponentially. Tremendous progress has been made in the past decade in learning supervised sequence models for such tasks, and current state-of-the-art results are in the lower 90s in term of F1 score, for resource-rich languages like English and widely-studied datasets such as the CoNLL newswire corpus.

However, the performance of existing supervised methods lag by a significant margin when evaluated for non-English languages, new datasets, and domains other than newswire. Furthermore, for resource-poor languages where there is often little or no annotated training data, neither supervised nor existing unsupervised methods tend to work well.

This thesis describes a series of models and experiments in response to these challenges in three specific areas.

Firstly, we address the problem of balancing between feature weight undertraining and overtraining in learning log-linear models. We explore the use of two novel regularization techniques—a mixed $\ell_2\ell_1$ norm in a product of experts ensemble, and an adaptive regularization with feature noising—to show that they can be very effective in improving system performance.

Secondly, we challenge the conventional wisdom of employing a linear architecture and sparse discrete feature representation for sequence labeling tasks, and closely examine the connection and tradeoff between a linear versus nonlinear architecture, as well as a discrete versus continuous feature representation. We show that a nonlinear architecture enjoys a significant advantage over linear architecture when used with continuous feature vectors, but does not seem to offer benefits over traditional sparse features.
Lastly, we explore methods that leverage readily available unlabeled parallel text from translation as a rich source of constraints for learning bilingual models that transfer knowledge from English to resource-poor languages. We formalize the model as loopy Markov Random Fields, and propose a suite of approximate inference methods for decoding. Evaluated on standard test sets for five non-English languages, our semi-supervised models yield significant improvements over the state-of-the-art results for all five languages.

We further propose a cross-lingual projection method that is capable of learning sequence models for languages where there are no annotated resources at all. Our method projects model posteriors from English to the foreign side over word alignments on bitext, and handles missing and noisy labels via expectation regularization. Learned with no annotated data at all, our model attains the same accuracy as supervised models trained with thousands of labeled examples.
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Chapter 1

Introduction

1.1 Overview

Humans are incredibly good at understanding the semantic relational information contained in unstructured texts, which is a class of problems commonly referred to as Information Extraction (IE). Given the raw text of a Wikipedia article that describes the biography of a person, almost all adult readers can effortlessly identify the birthplace, occupation, or educational credentials of the protagonist. For example, in an example sentence “Steve Jobs is the CEO of Apple Inc.”, “Steve Jobs” is a person name and “Apple Inc.” is an organization. The IE task here is to extract these two phrases as canonicalized entities from a piece of surface text with latent semantics.

However, the ability of a human reader to process a large collection of such articles is bounded by both reading speed and fatigue. Traditional information-processing professions such as intelligence analysts and journalists are facing increasing challenges as the amount of free text grows at an incredible exponential rate. And it is not just the growth rate but the volume at which new text data is being generated that is staggering. Over 168 million emails were sent world-wide and over 1.1 million conversations had taken place over instant-messengers every minute.¹ In 2012, Gartner predicted that the amount of data will grow by 800% over the next five years, and 80% of the growth will come from

¹http://www.go-gulf.com/blog/60-seconds-v2
unstructured sources such as email, text, social media, websites, etc.  

Take the task of extracting biographical information from Wikipedia for example. There are 4,402,482 articles in the English wikipedia today.³ It will take a human annotator years to perform the task over the entire collection, and in the meantime the data is growing much faster than the processing speed of human annotators. Even in disciplines such as scientific research, the growth of the volume of publications is posing new challenges to the scientific community. Figure 1.1 plots the number of peer-reviewed scientific publications by country and by year. It is estimated that PubMed — a large compendium of biomedical research articles — currently indexes over 23 million articles. The sheer volume of these articles and the amount of knowledge contained in them will quickly overwhelm researchers and make it impossible to keep up with the advance of a field just by reading.

Therefore, there is an increasingly urgent need for automated methods to aid or replace humans at information extraction tasks. In this thesis, our primary goal is to advance the current state-of-the-art in automatic information extraction methods. In particular, we focus on one specific IE task — named-entity recognition (NER). Given an input sentence, an NER tagger identifies words that are part of a named entity, and assigns the entity type and relative position information. The most commonly seen and well-studied case of NER is in the newswire domain, where we build systems to recognize all mentions of named entities, such as people, locations, and organizations, from news articles. However, the techniques and methods developed for the newswire domain can in fact be transferred to much broader domains. In recent years, we have seen NER systems blossoming in both research labs and real-world applications in domains such as legal studies (Surdeanu et al., 2010) and the life sciences (Settles, 2004).

NER is a foundational component for many higher-level NLP applications as well. For example, in factoid question answering, that is, answering simple who/what/when questions like “who is the 42nd president of United States”, it is helpful to first identify whether it is the question is about people (“who”), date/time (“when”) or other entity types such as an organization (“which company”). Then depending on the question type, we can use

²http://www.forbes.com/sites/tomgroenfeldt/2012/01/06/big-data-big-money-says-it-is-a-paradigm-buster
Figure 1.1: The growth of number of scientific publications by year 2010. The source of this plot is from http://conversableeconomist.blogspot.com/2012/01/us-science-needs-to-look-beyond-our.html.
NER to identify all the matching entities from documents and consider them as potential answer candidates.

NER can also be leveraged to improve the performance of applications such as statistical machine translation (SMT). Entities such as person names, locations, and organizations are content words that carry most of the information expressed in the source sentence. Knowing them can guide the MT system to weigh them with greater importance and lead the system to better preserve the meaning in the translation. Recognizing entities can also provide useful information for phrase detection and word sense disambiguation (e.g., “Melody” as in a female name has a different translation from the word “melody” in a musical sense), and can be directly leveraged to improve translation quality (Babych and Hartley, 2003). Another example where NER can help SMT is transliteration. Suppose our goal is to translate from Chinese to English using a phrase-based SMT system. The phrase table often has a high miss rate for rare terms such as Chinese people names; but if we could identify the name mentions using NER, we could employ a transliteration system to translate these words, and amend the shortcoming of the phrase-based system.

Over the years, the models and techniques for building effective NER systems have come a long way. The current state-of-the-art supervised NER system scores 90.8% in F1 measure (Ratinov and Roth, 2009) on the standard English CoNLL 2003 (Sang and Meulder, 2003) newswire corpus. One of the hallmarks of the advances in NER development is the use of supervised statistical learning methods, and in particular, discriminatively trained log-linear models that can incorporate a rich set of carefully engineered features, such as the maximum entropy (MaxEnt) model (Borthwick, 1999), and successors that extend MaxEnt into sequence models, such as the Maximum Entropy Markov Model (MEMM) (McCallum et al., 2000) and Conditional Random Fields (CRF) (Lafferty et al., 2001). We will give a more detailed introduction to these models in Chapter 2. This suite of models has enjoyed great success in NLP over the past decade, but there are still limitations and plenty of room for improvements. In this thesis, we closely examine several properties and limitations in the existing supervised learning approach that trains on labeled data with discriminative log-linear models, and conduct a three part investigation to search for new methods to improve system performance.

The first part of our investigation examines a property of log-linear models, which is
their ability to incorporate arbitrarily overlapping and inter-dependent features. On the one hand, this particular trait gives NLP practitioners great flexibility and power in designing features to capture various linguistic and statistical phenomena that are important for NER. However, on the other hand, complex dependencies among overlapping features can often give rise to a phenomenon known as “feature co-adaptation” (Hinton et al., 2012) — some features become dependent on other features that they tend to co-occur with during training; this becomes a problem when the weaker features get neglected by the model because of the stronger features they co-occur with, but at test time the stronger features might be missing or do not fire frequently.

To mitigate this weight undertraining problem, we propose two new methods. Our first method is related to a popular method that attempts to counter weight undertraining, called logarithmic opinion pooling (LOP) (Heskes, 1998), which is a specialized form of product-of-experts model that automatically adjusts the weighting among experts. A major problem with LOP is that it requires significant amounts of domain expertise in designing effective experts. We propose a novel method that learns to induce experts — not just the weighting between them — through the use of a mixed $\ell_2\ell_1$ norm as previously seen in elitist lasso (Kowalski and Torrésani, 2009). Unlike its more popular sibling $\ell_1\ell_2$ norm (used in group lasso), which seeks feature sparsity at the group-level, the $\ell_2\ell_1$ norm encourages sparsity within feature groups. We demonstrate how this property can be leveraged as a competition mechanism to induce groups of diverse experts, and introduce a new formulation of elitist lasso MaxEnt in the FOBOS optimization framework (Duchi and Singer, 2009).

Our second method draws inspiration from the recently popular dropout training method pioneered by Hinton et al. (2012), which breaks feature co-adaptation during training by randomly omitting a subset of the features during each iteration of the learning procedure. A more recent discovery by Wager et al. (2013) showed that there is an interesting connection between what dropout training attempts to do and feature noising (adding noise into the original training data). In fact, a second-order approximation of the feature noising objective can be interpreted as applying adaptive regularization to the original objective. In this thesis, we show how to efficiently simulate training with artificially noised features in the context of log-linear structured prediction, without actually having to generate noised data.
A second aspect we investigate looks at the connection between model architecture and feature representation schemes. Traditionally, most statistical models in NLP employ a linear architecture, and sparse discrete feature representations. Recently, Collobert et al. (2011) proposed “deep architecture” models for sequence labeling and showed promising results on a range of NLP tasks including NER. Two new changes were suggested: extending the model from a linear to a non-linear architecture; and replacing discrete feature representations with distributional feature representations in a continuous space. It has generally been argued that non-linearity between layers is vital to the power of neural models (Bengio, 2009). The relative contribution of these changes, however, is unclear, as is the question of whether gains can be made by introducing non-linearity to conventional feature-based models. In this thesis, we illustrate the close relationship between CRF and sentence-level neural networks, and conduct an empirical investigation of these questions.

Lastly, the main focus of this thesis is to investigate alternative sources of knowledge and signal for semi-supervised learning of NER models. It is well-known that the performance of supervised learners increases when more labeled training examples become available. In most application scenarios, however, manually labeled data are extremely limited in quantity and manual curation of annotated corpora is a costly and time-consuming process. Another problem is that no other language has as many resources as English, and many languages have few or no supervised language resources available, which hinders the adoption of supervised learning methods in many multilingual environments.

A potential solution is to leverage the vast amount of freely available unannotated data we have. One would expect to greatly increase the coverage of a system if such large amounts of additional data can be incorporated in a judicious manner. Significant progress has been made in developing unsupervised and semi-supervised approaches to leverage unannotated data to improve system performances (Collins and Singer 1999; Klein 2005; Liang 2005; Smith 2006; Goldberg 2010; inter alia). More recent paradigms for semi-supervised learning allow modelers to directly encode knowledge about the task and the domain as constraints to guide learning (Chang et al., 2007; Mann and McCallum, 2010; Ganchev et al., 2010).

4When we speak of a linear architecture, we are referring to generalized linear models (GLM) (McCullagh, 1984) which includes log-linear models.
CHAPTER 1. INTRODUCTION

Most previous semi-supervised work, however, is situated in a monolingual setting where all unannotated data are available only in a single language. In a multilingual setting where we are learning NER models for many languages, coming up with effective constraints for multilingual semi-supervised learning requires the NLP practitioner to command extensive knowledge of each language, which is an infeasible feat for most.

Bitext — bilingual text that contains human-generated translations between two languages — lends itself as a valuable resource to transfer linguistic constraints from a resource-rich language like English to a foreign languages. Since human translation in general preserves semantic equivalence, bitext offers two different views on the same semantic content (Burkett et al., 2010b). As a result, we can find complementary cues in the two languages that help to disambiguate named entity mentions (Brown et al., 1991). For example, the English word “Jordan” could be referring to either a person name (e.g., Michael Jordan) or to a location (i.e., the Hashemite Kingdom of Jordan, an Arabic kingdom in the middle east). Without sufficient context it can be difficult to distinguish the two. But in Chinese, these two senses take distinct forms and are naturally disambiguated: “乔丹” as a last name, and “约旦” as a country name.

Thanks to advances in SMT research, a vast amount of translated parallel texts have been made publicly available in recent years. Although the primary use of bitext so far has been in training SMT systems, recent research has increasingly considered the possibilities of utilizing parallel corpora to improve systems outside of SMT. Previous work such as Li et al. (2012a) and Kim et al. (2012) successfully demonstrated that manually-labeled bilingual corpora can be used to improve monolingual system performance. This approach, however, encounters the difficulty that manually annotated bilingual corpora are even harder to come by than monolingual ones.

In this thesis, we first propose a semi-supervised learning scheme using unannotated bitext. For a given language pair (e.g., English-Chinese), we expect one language (e.g., English) to have more annotated training resources than the other (e.g., Chinese), and thus there exists a strong monolingual model (for English) and a weaker model (for Chinese). Since bitext contains translations across the two languages, an aligned sentence pair would exhibit some semantic and syntactic similarities. Thus we can constrain the two models to agree with each other by making joint predictions that are skewed towards the more...
informed model. In general, errors made in the lower-resource model will be corrected by the higher-resource model, but we also anticipate that these joint predictions will have higher quality for both languages than the output of a monolingual model alone. We can then apply this bilingual annotation method to a large amount of unannotated bitext, and use the resulting annotated data as additional training data to train a new monolingual model with better coverage.\footnote{This training regimen is also referred to as “uptraining” (Petrov et al., 2010).} Formally, we develop a bilingual NER model by embedding two monolingual CRF-based NER models into a larger undirected graphical model, and introduce additional edge factors based on word alignment (WA) that captures agreements between the two languages. The new bilingual model contains many cyclic cliques, and poses a challenge in performing efficient decoding over the model, since exact inference is intractable.

To tackle this challenge, we first introduce a joint inference method that formulates the bilingual NER tagging problem as an Integer Linear Program (ILP), and solves it using a relaxed LP solver. Experimental results show that the new bilingual model significantly improves bilingual tagging performance, but the ILP decoding process is slow in practice. We further propose an approximate inference method based on Gibbs sampling that improves decoding speed significantly. We demonstrate that it is possible to further improve tagging performance by modeling document-level consistency in the Gibbs sampler, in light of Finkel et al. (2005).

Since the bilingual NER model relies greatly on automatically induced word alignments to enforce agreements across language boundaries, alignment errors committed by the word aligner have a direct impact over the tagging model performance. We observe that the entity span and type predictions given by the NER models actually contain complementary information that could be used to correct alignment errors. To capture this source of information, we present an extension that combines the bilingual NER model with two uni-directional HMM-based alignment models, and jointly improves both NER and word alignment performances using a new approximate inference method called dual decomposition.

A premise of the aforementioned semi-supervised learning method with bitext is that we have access to a pre-trained “weak” model for the target language.
requirement prevents the application of this method to languages that have no available annotated training data. To overcome this limitation, we propose a new cross-lingual projection based method, similar to Yarowsky and Ngai (2001), but different in two important ways. First, we never explicitly project the labels. Instead, we project expectations over the labels. This pseudo-projection acts as a soft constraint over the labels, which allows us to transfer more information and uncertainty across language boundaries. Secondly, we encode the expectations as constraints and train a model by minimizing divergence between model expectations and projected expectations in a Generalized Expectation (GE) Criteria (Mann and McCallum, 2010) framework.

1.2 Contributions of this thesis

This thesis presents four main contributions to the field of natural language processing.

- We present two new methods that address the weight undertraining problem that commonly occur in log-linear model training, and demonstrate significant improvements over standard regularization methods.

- We conduct both theoretical and empirical investigations into the connection between model architecture and feature representation for sequence tagging tasks, and answer important questions such as whether linear models are sufficient for sequence labeling NLP problems, or are there benefits to be sought in moving to non-linear models.

- We propose a novel paradigm for using bilingual text to improve monolingual system performance, based on joint decoding of bilingual models. We propose a suite of agreement-based bilingual models under the new paradigm, and demonstrate superior performance to both past methods using bilingual text and state-of-the-art monolingual models. To address the computational challenge with the bilingual models, we present three approximate inference methods that makes efficient decoding feasible over this model.

- We address scenarios where we want to bootstrap NER models for new languages
where we do not have any annotated training by proposing a novel cross-lingual projection method. Our method projects soft labels instead of hard labels, and models uncertainties in a expectation regularization framework, yielding significantly improvements over past projection-based methods.

1.3 Structure of this thesis

Chapter 2  This chapter gives the necessary technical background for readers to be able to follow the remainder of the thesis. We first introduce the task of named-entity recognition as well as foundational log-linear models such as MaxEnt and Conditional Random Fields. We then describe the experiment setup, dataset, feature templates, and evaluation methods.

Chapter 3  This chapter first gives an introduction to the problem of feature weight undertraining, a common problem that affects log-linear model performance. We then review some of the past models that aim to mitigate this problem, including various product-of-experts models, and feature noising methods. We then present a novel use of a mixed $\ell_2\ell_1$ norm for automatically learning the structure of product-of-experts models, and how to efficiently simulate training with artificially noised features in the context of log-linear structured prediction, without actually having to generate noised data. The contents of this chapter are based on Wang and Manning (2013b) and Wang et al. (2013c).

Chapter 4  This chapter challenges the conventional wisdom of employing linear architecture and sparse discrete feature representation for sequence labeling tasks, and closely examines the connection and tradeoff between linear versus non-linear architectures, as well as discrete versus continuous feature representations. The contents of this chapter are based on Wang and Manning (2013a).

Chapter 5  This chapter aims to improve NER system performance from a new angle by asking the question—can we leverage the vast amount of unlabeled bilingual text to improve monolingual system performance? We show a factored bilingual NER model using two monolingual CRFs and many cross-lingual tag assignment agreement models.
over automatically induced word alignments that can significantly improve bilingual tagging performance. Additionally, we show monolingual NER where decoded bitext is used as additional training data to obtain significant performance gain. We describe in detail three decoding methods—Integer Linear Programming (ILP), Gibbs sampling, and dual decomposition—for performing approximate inference over the bilingual NER model. The contents of this chapter are based on Wang et al. (2013a), Wang et al. (2013b) and Che et al. (2013).

**Chapter 6** This chapter describes a cross-lingual projection method that can be applied to a minimally supervised setting where we only have annotated training data for a source language (e.g., English) but none for the target language. Most existing projection-based methods project hard labels across word alignment links over bitext, we instead project the source model’s posteriors as soft labels; we then train the target side model under the expectation regularization framework to allow more uncertainties in model training, which has the same effect as marginalizing out unknown word positions. We evaluate this method in both a minimally supervised setting as well as the semi-supervised setting as in Chapter 4, and demonstrate its superior performance over strong baselines and previous methods. The contents of this chapter are based on Wang and Manning (2014).

**Chapter 7** In this chapter we give a conclusion of the work conducted in this thesis, and provide points for several potential future work directions.
Chapter 2

Background

This chapter gives a background introduction to sequence labeling and the Named Entity Recognition task. We give definition and implementational details about the baseline Max-Ent and CRF models, as well as the evaluation method and dataset used for the experiments. The same experimental setup is used throughout most of this thesis. We will also explain the batch and stochastic optimization algorithms employed for training these models.

2.1 Named Entity Recognition

An important class of NLP problems take a raw sentence as input, and aim at assigning syntactic or semantic categorical tags to each word in the sentence. Such problems are commonly referred to as sequence labeling, and are important first steps in enabling downstream applications such as Question Answering and Relation Extraction. Examples of sequence labeling tasks include part-of-speed tagging, where words are assigned grammatical category tags such as NN (i.e., noun) and VB (i.e. verb), and semantic role labeling, which attempts to assign higher-level semantic tags such as AGENT, PATIENT, etc., \(^1\) which marks the semantic roles of words.

Named Entity Recognition is another important sequence labeling task. Given an input sentence, an NER tagger identifies words that are part of a named entity, and assigns the

\(^1\)The more commonly seen semantic roles are the PropBank (Palmer et al., 2005) style numbered arguments, such as ARG0, ARG1, etc..
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Vice Foreign Affairs Minister Huaqiu Liu held talks with Kamyao

外交副部长刘华秋与加米奥举行会谈

Figure 2.1: Examples of NER tagged sentences in English and Chinese.

entity type and relative position information. For example, in the commonly used BIO tagging scheme, a tag such as B-PERSON indicates the word is at the beginning position of a person name entity; and a I-LOCATION tag marks the word to be inside a location entity. All words marked with tag O are not part of any entity. Figure 2.1 illustrates two tagged sentences in English and Chinese. The B-PER tag in these examples is abbreviation for B-PERSON.

2.2 Evaluation

Evaluating NER systems is relatively straight-forward given gold-standard annotations, typically generated by human expert annotators. Since most of the words in a sentence do not have entity types, accuracy is not particularly suited to this task (simply predicting everything to be O would get a pretty high accuracy). Instead, we compute the precision, recall and F₁ measure. There are two levels of granularity at which we can compute these test statistics: word level or token level. At the word level, we count the number of words whose predicted tags are correct (true positives), the number of words with wrong prediction (true negatives), and the number of entity-typed words that the system missed (false positives). Precision is then computed as:

\[ \text{precision} = \frac{\text{true positives}}{\text{true positives} + \text{true negatives}} \]

which captures the percentage of predictions that are correct. Recall is computed as:

\[ \text{recall} = \frac{\text{true positives}}{\text{true positives} + \text{false negatives}} \]
which characterizes the percentage of true entities the system finds. And the F\(_1\) measure is
the harmonic mean of precision and recall, formally shown as:

\[
F_1 = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]

The word level measure is easy to understand and naturally suited to many sequence
labeling tasks such as POS tagging. But for NER, it can be too lenient because it rewards
partially correct assignments. For example, let us assume the correct assignment for an
example phrase is the following:

\[
\text{The}_O \ \text{inner}_{B-\text{LOC}} \ \text{Mongolia}_{I-\text{LOC}} \ \text{autonomous}_{I-\text{LOC}} \ \text{region}_{I-\text{LOC}}
\]

And a system outputs the following assignments:

\[
\text{The}_O \ \text{inner}_{B-\text{LOC}} \ \text{Mongolia}_O \ \text{autonomous}_{I-\text{LOC}} \ \text{region}_{I-\text{LOC}}
\]

According to the word-level evaluation, this system would receive a precision of 1.00 and a
recall of 0.75, which clearly does not reflect the quality of the system: not only does it miss
the most important word (Mongolia), it also erroneously produces two location entities
(inner, and autonomous region) instead of one.

A more appropriate and stricter set of measures are the entity-level metrics, where we
still compute precision, recall and F\(_1\) score, except that the calculation is per entity and an
entity is considered correct if all words in that entity are labeled correctly. In this case,
the previous example would be scored 0.00 for both precision and recall. We will employ
entity-level evaluation for all experiments in this thesis.

Statistical significance tests for comparing outputs from different systems are done us-
ing the paired bootstrap resampling method (Efron and Tibshirani, 1993), where we re-
peatedly draw random samples with replacement from the output of the two systems, and
compare the test statistics (e.g. absolute difference in F\(_1\) score) of the new samples with
the observed test statistics. We used 1000 sampling iterations in our experiments.
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2.3 Log-Linear Models for Structure Prediction

Current state-of-the-art supervised NER systems employ an undirected graphical model called as Conditional Random Field (CRF) (Lafferty et al., 2001).

Formally, a CRF models the conditional probability of structured output variables $x$ given observations $x$. In sequence modeling, the observations are typically words in a sentence, and the output variables are some syntactic or semantic tags we are trying to predict for each word (e.g., POS, named-entity tags, etc.). The most commonly used CRF model has a linear chain structure, where prediction $y_i$ at position $i$ is independent of other predictions, given its neighbors $y_{i-1}$ and $y_{i+1}$. It is customary to describe the model as an undirected graphical model, as shown in Figure 2.2, with the following probability definition:

$$P_{CRF}(y|x; \theta) = \frac{\prod_{i=1}^{n} \Phi(x, y_i, y_{i-1}; \theta)}{Z(x; \theta)} \quad (2.1)$$

$\Phi(x, y_i, y_{i-1})$ denotes a clique potential function at position $i$, which defines the unnormalized probability mass assigned to state $y_i$ and $y_{i-1}$. $Z(x; \theta)$ is the partition function that
sums over all possible assignments of output variables in the entire sequence, defined as:

\[ Z(x; \theta) = \sum y' \prod_{i=1}^{|x|} \Phi(x, y'_i, y'_{i-1}; \theta) \]

where \( y' \) represents all possible label sequence assignments. The partition function ensures CRFs are global normalized—assignments to parts of the sequence will influence the probability assignment of other parts of the sequence.

The clique potential function \( \Phi(x, y_i, y_{i-1}; \theta) \) is defined as the following:

\[ \Phi(x, y_i, y_{i-1}; \theta) = \exp \{ f(y_i, y_{i-1}, x) \cdot \theta \} \]  

(2.2)

\( f(y_i, y_{i-1}, x) \in \mathbb{R}^d \) is a feature function that can utilize all or parts of the information contained in \((y_i, y_{i-1}, x)\) to compute a feature vector of dimension \( d \) for a clique, and \( \theta \in \mathbb{R}^d \) is the corresponding feature weight vector (i.e., parameters in the model). We use \( f_j(y_i, y_{i-1}, x) \) and \( \theta_j \) to denote the \( j \)th feature value and weight.

Note that this definition of first-order linear-chain CRF can be easily generalized to higher-order CRF models, by extending the size of the clique modeled in potential function \( \Phi \). Although higher-order CRFs have been proven useful in many applications such as computer vision (Kohli et al., 2009), its contribution on top of the utility already offered by linear-chain CRFs in tasks such as NER is only marginal. But a significant drawback of higher-order CRFs is that they significantly increase the difficulty of performing learning and inference over these models. In this thesis, we adopt the linear-chain CRFs as basic building blocks of our models, and focus our exploration in areas other than the Markov order properties of the models.

Another important note is that in practice, many of the features in \( f(y_i, y_{i-1}, x) \) are defined over only the node label \((y_i)\) but not the edge label (pair \( y_i \) and \( y_{i-1} \)). At times it is desirable to make a distinction between the node features and edge features (cf. Section 4.3). We will denote the node features as \( g(y_i, x) \) and the edge features as \( h(y_i, y_{i-1}, x) \), where \( f(y_i, y_{i-1}, x) = g(y_i, x) + h(y_i, y_{i-1}, x) \). An alternative formulation to explain this distinction between node and edge features is by explicitly separating out the node cliques.
from the edge cliques:

\[
P(y|x) = \frac{\prod_{i=1}^{[x]} \Psi(x, y_i; \theta) \times \Phi(x, y_i, y_{i-1}; \theta)}{Z(x)}
\]  

(2.3)

where

\[
\Psi(x, y_i; \theta) = \exp \{g(y_i, x) \cdot \theta\}
\]

\[
\Phi(x, y_i, y_{i-1}; \theta) = \exp \{h(y_i, y_{i-1}, x) \cdot \theta\}
\]

This formulation will become handy when we explore the linearity property of CRF architecture in Chapter 4.

If there are no edge features in the model, then a linear-chain CRF reduces down to a product of MaxEnt (i.e., logistic regression) classifiers, one at each position in the sequence. The following derivation illustrates this connection: Under the assumption, we have \(f(y_i, y_{i-1}, x) = g(y_i, x)\), then:

\[
Z(x; \theta) = \sum_{y'} \prod_{i=1}^{[x]} \Phi(x, y'_i; \theta)
\]

And then we have:

\[
P(y|x) = \frac{\prod_{i=1}^{[x]} \Phi(x, y_i)}{\prod_{i=1}^{[x]} \sum_{y'_i} \Phi(x, y'_i)} = \prod_{i=1}^{[x]} \frac{\Phi(x, y_i)}{\sum_{y'_i} \Phi(x, y'_i)}
\]

which is a product of locally normalized MaxEnt models whose predictions are independent of each other.
2.4 Parameter Training

Training a CRF model results in finding the feature weights $\theta$ that maximize the conditional probabilities of observed label sequences $y$. One nice property of log-linear models like CRFs is that computation is much easier in the log-domain. Instead of maximizing the original likelihood objective, we opt to maximize the log-likelihood instead:

$$\mathcal{L}(y|x) = \sum_{i=1}^{|x|} \log \Phi(x, y_i, y_{i-1}; \theta) - \log(Z(x))$$

The second term in the log-likelihood objective involves taking the log of the partition function, which is intractable if computed naively by enumerating over all possible label sequences. Fortunately, by exploring the Markov assumptions in the model, we can devise efficient dynamic-programming algorithms to compute this term, similar to the forward-backward algorithms developed for the hidden Markov models (Rabiner and Juang, 1986) in the 80’s. Details of the algorithm are well-understood and widely available, we will omit them here for brevity.\(^2\)

To prevent the model from overfitting, it is standard practice to apply a Gaussian prior (i.e. L2 regularization) to the objective, which basically states that feature weights are expected to be zero a priori, and large feature weights will be penalized more heavily according to a Gaussian distribution. The updated objective function with Gaussian prior looks like the following:

$$\mathcal{L}(y|x) = \sum_{i=1}^{|x|} f(y_i, y_{i-1}, x) \cdot \theta - \log(Z(x)) - \frac{\theta^2}{2\sigma^2}$$

where $\sigma$ is the variance parameter that controls the regularization strength. Note that we assign a global $\sigma$ to all parameters and do not attempt to set a separate $\sigma_j$ for each weight parameter $\theta_j$. However, L2 regularization is not the most effective regularization techniques

in some settings, especially in dealing with a phenomena known as feature co-adaptation. In Chapter 3, we will explore the use of more sophisticated regularization methods such as mixed L2/L1 norms and feature noising regularization.

Learning the parameter values $\theta$ does not have an analytic solution. The values are found by numerical optimization methods, which require computing the partial derivative of this objective function with respect to each parameter $3$:

$$\frac{\partial}{\partial \theta_j} \mathcal{L}(y|x) = \sum_{i=1}^{|x|} f_j(y_i, y_{i-1}, x) - \frac{\partial}{\partial \theta_j} \log(Z(x)) - \frac{\theta_j}{\sigma^2}$$

$$= \sum_{i=1}^{|x|} f_j(y_i, y_{i-1}, x) - \mathbb{E}_\theta[f_j|x] - \frac{\theta_j}{\sigma^2}$$

Update rules based on this partial derivative have a very intuitive interpretation: the update we should apply to a feature amounts to the difference between the observed counts and the expected counts under the current model, subject to the Gaussian prior regularization. Once we have the partial derivatives, we can choose among a great variety of numerical optimization techniques, including L-BFGS (Liu and Nocedal, 1989) and the Adaptive Sub-gradient method (Duchi et al., 2011).

At test time, we need to perform decoding to find the best label sequence under the current model for a given input sentence. This can also be done efficiently using Viterbi algorithm (Viterbi, 1967).

### 2.5 Dataset

There are three different experimental settings explored in this thesis.

#### 2.5.1 Monolingual NER

The first experimental setting only concerns monolingual NER for English (Chapter 3, 4). Under this setting, we evaluate system performance over two standard benchmark datasets.

---

3A detailed derivation can be found in Noah Smith’s notes: http://www.cs.cmu.edu/~nasmith/papers/smith.tut04.pdf
The first dataset is the CoNLL-03 English shared task benchmark dataset (Sang and Meulder, 2003), which is a collection of documents from Reuters newswire articles, annotated with four entity types: Person, Location, Organization, and Miscellaneous. We adopt the BIO2 annotation standard (Sang and Veenstra, 1999). Beginning and intermediate positions of an entity are marked with B- and I- tags, and non-entities with O tag. The training set contains 204K words (14K sentences), the development set contains 51K words (3.3K sentences), and the test set contains 46K words (3.5K sentences).

To evaluate out-of-domain performance, we run the models trained on CoNLL-03 training data on two additional test datasets. The first dataset (ACE) is taken from the ACE Phase 2 (2001-02) and ACE-2003 data (Doddington et al., 2004). Although the ACE dataset also consists of newswire text and thus is not strictly out-of-domain, there is a genre or dialect difference in that it is drawn from mostly American news sources, whereas CoNLL is mostly from British news sources. The test portion of this dataset contains 63K words, and is annotated with 5 original entity types: Person, Location, Organization, Facility, and GPE. Notice that this label set does not fully agree with the label set from the CoNLL-03 dataset from which the models in question are trained. In order to unify the two label sets, we remove all entities of type Facility and GPE by relabeling them as O during preprocessing, and discard entity tags of type Miscellaneous in the output of the models.

The second dataset is from the 6th and 7th meeting of the Message Understanding Conferences (MUC-6/7) (Grishman and Sundheim, 1996; Chinchor, 1998). The combined dataset contains 59K words for testing, all drawn from American newswire text. The MUC data is annotated with 7 entity types. It is missing the Miscellaneous entity type, but includes 4 additional entity types that do not occur in CoNLL-2003: Date, Time, Money, and Percent. We converted the data to CoNLL-03 type format using the same method applied to the ACE data.

2.5.2 Bilingual NER

Our second set of experiments takes a turn from monolingual NER settings towards a bilingual setting, where the system performs NER over a pair of sentences written in two languages that are translations of each other. The purpose of this design is to explore the
cross-lingual constraints encoded in translations to improve the performance of monolingual models, which we will explain in detail later in Chapter 5.

For bilingual tagging experiments, we need to evaluate on an annotated parallel corpus that contains named entity annotation in both Chinese and English. The corpus we use is the latest version (v4.0) of the OntoNotes corpus (Hovy et al., 2006), which is a large, manually annotated corpus containing 401 pairs of Chinese and English documents (chtb_0001-0325, ectb_1001-1078). We use odd-numbered documents as the development set and even-numbered documents as the blind test set.

Out of the 18 named entity types that are annotated in OntoNotes, which include person, location, date, money, and so on, we select the four most commonly seen named entity types for evaluation. They are Person, Location, Organization and GPE. All entities of these four types are converted to the standard BIO format, and background tokens and all other entities types are marked with tag O.

These document pairs are aligned at the document level, but not at sentence or word level. To obtain sentence alignment, we use the Champollion Tool Kit (CTK). After discarding sentences with no aligned counterpart, a total of 8,249 sentence pairs were retained. We induce automatic word alignment using the BerkeleyAligner toolkit (Liang et al., 2006). The aligner outputs the posterior probability for each aligned word pair. To increase efficiency, we prune away all alignments that have probability less than 0.1.

At test time, we re-group the sentences that belong to the same original document into documents, and treat a whole document as an input “sentence” to the model. The reason for this particular setup is because we would like to evaluate the effect of modeling global document-level consistency (cf. Section 5.3.3).

We train two CRF baseline models on all portions of the OntoNotes corpus that are annotated with named entity tags, except the parallel-aligned portion which we reserve for development and test purposes. In total, there are about 660 documents (∼16k sentences) and 1,400 documents (∼39k sentences) for Chinese and English, respectively. Although the English portion of OntoNotes’s training set is almost three times the size of the CoNLL-03 training set, the test portion of OntoNotes is harder than CoNLL-03. A baseline English
CRF model trained and tested on OntoNotes dataset gives \( F_1 \) score of 78.11\%, whereas on CoNLL-03 the same model achieves \( F_1 \) score of 85.82\%.

### 2.5.3 Semi-supervised NER

Building on top of the bilingual tagging experiments described in the previous setting, we are also interested in a semi-supervised learning setting where we take the output of the bilingual tagger over a large unannotated bilingual corpus, and use the tagged sentences as additional training data to retrain a monolingual tagger.

To facilitate the Chinese-English semi-supervised experiments, we use the Foreign Broadcast Information Service corpus (FBIS, LDC2003E14) as unannotated bitext. This dataset is very large, processing the whole dataset will take a very long time. Therefore, we randomly sample a subset of 80,000 sentences.

In addition to the Chinese-English experiments, we add a new language pair of German-English. We used the German-English portion of the *News Commentary*\(^6\) data from the 13th Workshop on Statistical Machine Translation (WMT-13) as unannotated bitext, from which we also sample a 80,000 sentences subset. The retrained monolingual German tagger is then evaluated on the German portion of the CoNLL-03 corpus.

Unlike the experiments described in the previous section, for semi-supervised NER experiments, we use each individual sentence as input to NER model, instead of whole documents.

### 2.5.4 Summary

Table 2.1 gives a summary of the datasets used in this thesis.

### 2.6 Feature Templates

The feature templates used in our English and Chinese NER experiments are summarized in Table 2.2. \( \odot \) means string concatenation and \( y_i \) is the named entity label of the \( i^{th} \) word.

\(^6\)http://www.statmt.org/wmt13/training-parallel-nc-v8.tgz
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<table>
<thead>
<tr>
<th>Corpus</th>
<th>Lang</th>
<th># Train Tokens</th>
<th># Dev Tokens</th>
<th># Test Tokens</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoNLL-03</td>
<td>en</td>
<td>203K</td>
<td>51K</td>
<td>46K</td>
</tr>
<tr>
<td></td>
<td>de</td>
<td>207K</td>
<td>51K</td>
<td>52K</td>
</tr>
<tr>
<td>MUC-6/7</td>
<td>en</td>
<td>-</td>
<td>-</td>
<td>59K</td>
</tr>
<tr>
<td>ACE</td>
<td>en</td>
<td>-</td>
<td>-</td>
<td>63K</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Lang</th>
<th># Train Tokens</th>
<th># Dev Tokens</th>
<th># Test Tokens</th>
</tr>
</thead>
<tbody>
<tr>
<td>OntoNotes</td>
<td>en</td>
<td>706K</td>
<td>156K</td>
<td>165K</td>
</tr>
<tr>
<td></td>
<td>zh</td>
<td>313K</td>
<td>120K</td>
<td>126K</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Lang</th>
<th># Bitext Tokens</th>
</tr>
</thead>
<tbody>
<tr>
<td>FBIS</td>
<td>en</td>
<td>3300K</td>
</tr>
<tr>
<td></td>
<td>zh</td>
<td>2535K</td>
</tr>
<tr>
<td>WMT-13</td>
<td>en</td>
<td>2022K</td>
</tr>
<tr>
<td></td>
<td>de</td>
<td>2061K</td>
</tr>
</tbody>
</table>

Table 2.1: Summary statistics for the datasets used in this thesis

\(w_i. \text{len}(w_i)\) is the number of Chinese characters in \(w_i\). \(\text{radical}(w_i, k)\) denotes the radical of the \(k^{th}\) Chinese character. These features can be grouped into three categories: generic features, language-specific features, and distributional similarity features.

### 2.6.1 Generic Features

The most basic features for NER are lexical features that examine the current word and neighboring words (01 in Table 2.2). These features give the model the ability to memorize word-label pairs seen in training data, as well as contextual clues such as “the word that appears before phrase met with is likely to be person”. We also add a class bias feature that captures the relative likelihood that a particular label occurs (00).
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<table>
<thead>
<tr>
<th>00:</th>
<th>English Templates</th>
<th>Chinese Templates</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(class bias param)</td>
<td>1 (class bias param)</td>
</tr>
<tr>
<td>01:</td>
<td>$w_{i+k}, -1 \leq k \leq 1$</td>
<td>$w_{i+k}, -1 \leq k \leq 1$</td>
</tr>
<tr>
<td>02:</td>
<td>$\text{shape}(w_{i+k}), -1 \leq k \leq 1$</td>
<td>$w_{i+k-1} \circ w_{i+k}, 0 \leq k \leq 1$</td>
</tr>
<tr>
<td>03:</td>
<td>$w_i \circ \text{shape}(w_{i-1})$</td>
<td>$\text{shape}(w_{i+k}), -4 \leq k \leq 4$</td>
</tr>
<tr>
<td>04:</td>
<td>$w_{i-1} \circ w_{i-2} \circ \text{shape}(w_{i-1})$</td>
<td>$\text{prefix}(w_i, k), 1 \leq k \leq 4$</td>
</tr>
<tr>
<td>05:</td>
<td>${w_{i+k}}, -4 \leq k \leq 4$</td>
<td>$\text{prefix}(w_{i-1}, k), 1 \leq k \leq 4$</td>
</tr>
<tr>
<td>06:</td>
<td>$\text{cap}(w_{i-1}) \circ \text{cap}(w_i) \circ \text{cap}(w_i + 1)$</td>
<td>$\text{suffix}(w_i, k), 1 \leq k \leq 4$</td>
</tr>
<tr>
<td>07:</td>
<td>$\text{title}(w_i, k), -1 \leq k \leq 0$</td>
<td>$\text{suffix}(w_{i-1}, k), 1 \leq k \leq 4$</td>
</tr>
<tr>
<td>08:</td>
<td>$\text{distsim}(w_{i+k}), -1 \leq k \leq 1$</td>
<td>$\text{radical}(w_i, k), 1 \leq k \leq \text{len}(w_i)$</td>
</tr>
<tr>
<td>09:</td>
<td>$\text{distsim}(w_{i+k}), -1 \leq k \leq 1$</td>
<td>$\text{distsim}(w_{i+k}), -1 \leq k \leq 1$</td>
</tr>
</tbody>
</table>

Node Features

$y_i \circ 00 – 09$

Edge Features

$y_{i-1} \circ y_i \circ 00 – 09$

Table 2.2: NER feature templates.

2.6.2 Language Specific Features

Each language has its own idiosyncrasies that cannot be captured by simple lexical features. We adopt a specific set of features that aim to provide better generalization over morphological and orthographical variations based on (Collins, 2002). The $\text{shape}(w_i)$ feature morphs a word into a more abstract shape form, and was proposed in (Finkel et al., 2005). For example, we replace all lowercase letters with the letter “x”, and all uppercase letters with the letter “X”, then words such as “Tony” and “John” will have the same shape “Xxxx”. We can also replace all digits with the letter “d”, then two different dates such as “2001-10-23” and “2012-01-03” would have the same shape “dddd-dd-dd”. Since capitalization provides a very strong clue for English NER, we design a specific feature just to capture capitalization ($\text{cap}(w_i)$). Other English-specific features include $\text{title}(w_i)$ features that match the current word $w_i$ against a list of name titles (e.g., Mr., Mrs., Dr., etc.). For Chinese, we add features to examine the character prefix and suffix pattern of a word, since there are strongly indicative patterns such as “局” and “先生”. Other Chinese specific features include radical features, which are quite limited in their utility but experimentally give minor improvements on development set performance.
Overall, a total number of 507,151 features were generated on the CoNLL-2003 English training data, and 765,289 features were generated on the OntoNotes Chinese training data. The total number of model parameters for English and Chinese is 7,880,933 and 11,596,945, respectively.

2.6.3 Distributional Similarity Features

Distributional similarity features based on word clusters have been proven to be very effective in improving model performance for a variety of tasks, including NER (Miller et al., 2004; Finkel et al., 2005; Turian et al., 2010) and dependency parsing (Koo et al., 2008). Finkel et al. (2005) showed a 10%–25% reduction in error when adding word cluster features to a standard CRF-based NER tagger.

In our experiments, we adopt the word clusters used by (Finkel et al., 2005) for English. The clusters were trained using the clustering algorithm from (Clark, 2003) on a 275 million word corpus, and contains 200 clusters.

For Chinese, we used a C++ implementation of the Brown word clustering algorithms (Brown et al., 1992) from (Liang, 2005)\(^7\) for inducing word clusters. Raw text was obtained from the fifth edition of Chinese Gigaword (LDC2011T13). One million paragraphs from the Xinhua news section were randomly selected, and the Stanford Word Segmenter with LDC standard was applied to segment Chinese text into words.\(^8\) About 46 million words were obtained which were clustered into 1,000 word classes.

---

\(^7\)github.com/percyliang/brown-cluster
\(^8\)nlp.stanford.edu/software/segmenter.shtml
Chapter 3

Addressing Weight Undertraining

3.1 Introduction

Conditionally trained discriminative models like logistic regression (a.k.a., MaxEnt) models and CRFs gain power from their ability to incorporate a large number of arbitrarily overlapping features. In comparison, generative models like Naive Bayes does not work well when the features overlap a lot and we need to weight each feature’s contribution to maximize likelihood. But such models also exhibit complex feature dependencies and therefore are susceptible to the problem of feature co-adaptation—the contributions of certain features are overlooked because of features they co-occur with (Sutton et al., 2007; Hinton et al., 2012). The problem of weight undertraining occurs as a consequence of feature co-adaptation in discriminatively trained classifiers when the strongly indicative features that overruled the weak features during training do not fire at test time. Because of the presence of such strong features during training, weaker features that occur at both training and test time do not receive enough weight, and thus impede the classifier from reaching its full potential at test time. Sutton et al. (2007) gave an excellent demonstration of this problem using a synthetic logistic regression model. In their example, the output function is the softmax of the linear sum of a set of weights $x_1$ to $x_n$, where each of the $x_i$ acts as a “weak” predictor. A “strong” feature which takes the form of $x' = \sum_{i=1}^{n} x_i + \mathcal{N}$ (where $\mathcal{N}$ is an added Gaussian noise) is then added to the classifier during training but removed at test time, which simulates a feature co-adaptation scenario. Simulation results show that
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classifier accuracy can drop by as much as 40% as a result of weight undertraining.

This problem is difficult to combat because we do not know a priori what set of features
will be present at test time. Also, balancing the tradeoff between overfitting and undertrain-
ing is also challenging.

Over the years, a number of methods including product-of-experts (e.g., feature bagging
(Sutton et al., 2007) and logarithmic opinion pooling (Heskes, 1998; Smith et al., 2005))
and feature noising (Hinton et al., 2012; Wang and Manning, 2013c; Wager et al., 2013)
have been introduced as potential ways to regulate model learning and alleviate weight
undertraining.

This chapter makes two main contributions. First, we observe that performance of
existing product-of-experts methods such as logarithmic opinion pooling (LOP) are directly
impacted by the quality and diversity of the experts; however, existing expert induction
procedures remain knowledge-intensive and manual. We present one attempt at designing
a principled way to automatically induce experts, through the use of a novel mixed \( \ell_2\ell_1 \)
regularizer. Second, we introduce some very recent new methods for training log-linear
models with artificially corrupted features as a way to regularize weight learning (Wager
et al., 2013). We then show how to extend this approach to efficiently simulate training
with noise in the context of structure prediction, specifically for linear-chain CRF models.

We show that both of these methods are effective at reducing the bad effects of weight
undertraining, and do so more automatically than previous approaches.

3.2 Automatic Learning of Products of Experts

One popular method that attempts to mitigate weight undertraining is logarithmic opinion
pooling (LOP) (Heskes, 1998; Smith et al., 2005; Sutton et al., 2007). LOP works in a
similar fashion to a product of experts model, in which a number of experts are individu-
ally assembled first, and then their predictions are combined multiplicatively to create an
ensemble model. Experts are generated by first partitioning the feature space into subsets,
then an independent model (expert) is trained on each subset of features (Sutton et al.,
2007). Under the assumption that strongly correlated features are partitioned into separate
subsets, this method effectively forces the models to learn how to make predictions with
each subset of the features independently. It also helps in scenarios where some strong features stop other features from getting weight, a problem known as weight undertraining. The theoretical justification for favoring a product ensemble over an additive ensemble is that inference with a product of log-linear models is significantly easier than inference with a sum. Sutton et al. (2007) also suggests that product ensembles give better results than additive mixtures on sequence labeling tasks.

Smith et al. (2005) and Sutton et al. (2007) showed that the quality of experts and diversity among them have a direct impact on the final performance of the ensemble. Designing effective and diverse experts was left as an art, and requires a great deal of domain expertise.

It is not hard to see that the more accurate each expert, the more accurate the overall ensemble. It is less obvious that diversity among the experts also helps to improve the ensemble, as was illustrated in Smith and Osborne (2007). In particular, hand-crafted experts that exhibit more diversity are superior to experts created by randomly or sequentially partitioning the feature space. However, one major problem with this approach is that it requires significant amounts of domain expertise and manual effort to come up with effective and diverse experts.

In this section, we directly learn to induce diverse experts by using a mixed $\ell_2\ell_1$ norm known as elitist lasso in the context of generalized linear models (Kowalski and Torrésani, 2009). We design a novel competition mechanism to encourage experts to use non-overlapping feature sets, effectively learning a partition of the feature space. Efficient optimization of a maximum conditional likelihood objective with respect to the $\ell_2\ell_1$ norm is non-trivial and has not been previously studied. We propose a novel formulation to incorporate the $\ell_2\ell_1$ norm into the FOBOS optimization framework (Duchi and Singer, 2009). Experiments on our Named Entity Recognition task suggest that our proposed method gives consistent improvements over a baseline MaxEnt model and conventional LOP experts. In particular, our method gives the most improvement in recognizing entity types for out-of-vocabulary words.
3.2.1 Logarithmic Opinion Pooling

The idea behind logarithmic opinion pooling (LOP) is that instead of training one classifier, we can train a set of classifiers with non-overlapping or competing feature sets. At test time, we can combine these classifiers and average their results. By creating a diverse set of classifiers and training each of them separately, we can potentially reduce the effect of weight undertraining. For example, when two strongly correlated features are partitioned into different classifiers, they do not overshadow each other. Unlike voting or feature bagging where an additive ensemble of experts is used, LOP derives a joint model by taking a product of experts.\footnote{A product in the raw probability space is equivalent to a sum in the logarithmic space, and hence the name “logarithmic” opinion pooling.}

The conditional probability of a LOP ensemble can be expressed as:

\[
P_{\text{LOP}}(y|x) = \frac{\prod_{i=1}^{n} [P_i(y|x)]^{\alpha_i}}{\sum_{y'} \prod_{i=1}^{n} [P_i(y'|x)]^{\alpha_i}}
\]

\[
P_i(y|x) \propto \sum_{j=1}^{d} \theta_j^i f_j(x)
\]

where \(n\) is the total number of experts.

\(P_i(y|x)\) is the probability assignment of expert \(i\), in this case we choose each expert to take the form of a MaxEnt classifier (cf. Section 2.3). The experts are typically selected so that they capture different signals from the training data (e.g., via feature partitioning). Each expert is trained separately, and their model parameters \(\theta_j^i\) (denotes the \(j\)th parameter of the \(i\)th expert) are fixed during LOP combination.

\(\alpha_i\) is the mixing coefficient for this expert. Early work on LOPs either fixed the expert mixing coefficients to some uniformly assigned value (Hinton, 1999), or used some arbitrary hand-picked values (Sutton et al., 2007). In both of these two cases, no new parameter values need to be learned, therefore no extra training is required. Smith et al. (2005) proposed to learn the weights by maximizing log-likelihood of the ensemble product model, and showed that the learned weights work better than uniformly assigned values.

We can visualize each individual MaxEnt classifier and the LOP using a neural network style diagram, as shown in the top two parts of Figure 3.1. The top-most figure shows a
Figure 3.1: LOP and MaxEnt models drawn with neural network style network architectures.
regular MaxEnt model with 2 features and 2 output classes. The value at each node is computed as the sum of all incoming edge weights (parameters in the model) multiplied by the values of nodes on the originating end of edges. In this example, \( d = 2 \) and we have two input features \((f_1(x) \text{ and } f_2(x))\); there are two possible value assignments for \( y \) (\( v_1 \) and \( v_2 \), we use \( k \) to denote the index of output assignment). Correspondingly, there are four weight parameters \((\theta_j(v_k), \text{ for } j = 1, 2, k = 1, 2)\) as shown by the directed edge going from “Input” layer nodes to “Output” layer nodes. We apply a softmax function to the “Output” layer to produce the probability assignment of each output class.

The middle figure shows a LOP with two experts. For each feature weight parameter \( \theta \), the superscript denotes which feature group it belongs to (e.g., \( \theta^1 \) belongs to expert 1); the subscript denotes which input feature it belongs to (e.g., \( \theta_{1} \) means it applies to input feature \( f_1(x) \)); and the value in parentheses denotes which output class this feature is associated with (e.g., \( \theta(v_1) \) applies to output class \( y = v_1 \)). Features that belong to the same group are shown in the same color. \( \alpha_1 \) and \( \alpha_2 \) are the expert mixing coefficients to be learned in the LOP model. Two experts are shown in this diagram, each represented by a plate in the “Expert” layer. This example illustrates an expert generation scheme by partitioning the features into non-overlapping subsets – expert 1 has feature function \( f_1(x) \) while expert 2 has feature function \( f_2(x) \). The weights of the two experts are pre-trained and remain fixed. Training the LOP model involves only learning the \( \alpha \) mixing parameters.

### 3.2.2 Automatic Induction of Elitist LOP

A major concern in adopting existing LOP methods is that there are no straightforward guidelines on how to create experts. Different feature partition schemes can result in dramatically different performance (Smith et al., 2005). A successfully designed LOP expert ensemble typically involves non-trivial engineering effort and a significant amount of domain expertise. Furthermore, the improvements shown in one application domain by a well-designed feature partition scheme do not necessarily carry over to other domains.

Therefore, it is our goal to investigate and search for effective methods to automatically induce LOP experts. We would like to find a set of experts that are diverse (i.e., having non-overlapping feature sets) and accurate. The main idea here is that we can train multiple
copies of MaxEnt models together to optimize training likelihood, but at the same time we encourage the MaxEnt models to differ as much as possible in their choice of features to employ. To meet this end, we use a $\ell_2\ell_1$ mixed norm to regularize a LOP, and denote the new model as \textit{elitist LOP}.

Before we introduce the $\ell_2\ell_1$ norm, which has not been frequently used in NLP research, let us revisit a closely related but much better known sibling – the $\ell_1\ell_2$ norm used in group lasso.

For a set of model parameters $\theta$, assume we have some feature grouping that partitions the features into $G$ sub-groups. For simplicity, let us further assume that each feature group has the same number of features ($M$). We denote the index of each feature by $g$ (for “group”) and $m$ (for “member”), and use $\theta^g$ to denote the feature group of index $g$.

The $\ell_1\ell_2$ mixed norm used in group lasso takes the following form:

$$\|\theta\|_{1,2} = \left( \sum_{g=1}^{G} \left( \sum_{m=1}^{M} |\theta_{g,m}|^2 \right)^{1/2} \right)$$

$$= \| (\|\theta^1\|_{2}, \cdots, \|\theta^G\|_{2}) \|_1$$

This norm applies $\ell_2$ regularization to each group of features, but enforces $\ell_1$ regularization at the group level. Since the $\ell_1$ norm encourages sparse solutions, therefore the effect of the mixed norm is to sparsify features at the group level by eliminating a whole group of features at a time.

It is easy to see how this relates to the $\ell_2\ell_1$ mixed norm, which is given as:

$$\|\theta\|_{2,1} = \left( \sum_{g=1}^{G} \left( \sum_{m=1}^{M} |\theta_{g,m}|^2 \right)^{1/2} \right)$$

$$= \| (\|\theta^1\|_{1}, \cdots, \|\theta^G\|_{1}) \|_2$$

Like $\ell_1\ell_2$, this is also a group-sensitive sparsity-inducing norm, but instead of encouraging sparsity across feature groups, it promotes sparsity within each feature group.

We illustrate how we apply the $\ell_2\ell_1$ norm to induce diverse experts in the bottom diagram in Figure 3.1. Similar to the case of LOP, we create two “Expert” layer plates, one for
each expert (1 and 2). But unlike traditional LOP, where each expert only gets a subset of
the input features (e.g., \( f_1(x) \mapsto 1 \) and \( f_2(x) \mapsto 2 \)), each input feature is fully connected
to each expert plate (i.e., there are four edges with the same expert superscript from the
“Input” layer going into each plate in the “Expert” layer, shown in different colors).

We group every pair of feature weights that originate from the same input feature and
end at the same output class into a separate feature group (e.g., \( \theta_1^1(v_1) \) and \( \theta_1^2(v_1) \) belong
to one group, while \( \theta_2^1(v_1) \) and \( \theta_2^2(v_1) \) belong to another group, etc.). In total we have four
feature groups, each shown in a different color.

When we apply the \( \ell_2\ell_1 \) norm to this feature grouping while learning the parameter
weights in the LOP model, the regularization will push most of the features that belong
to the same group towards 0. But since we are optimizing a likelihood objective, if a
particular input feature is indeed predictive, the model will also try to assign some weights
to the weight parameters associated with this feature. These two opposite forces create a
novel competition mechanism among features that belong to the same group.

This competition mechanism encourages the experts to use different sets of non-
overlapping features, thus achieving the diversity effect we want. But because we are also
optimizing the likelihood of the ensemble, each expert is encouraged to use parameters that
are as predictive as possible. Learning all the experts together can also be seen as a form
of feature sharing, as suggested by Ando and Zhang (2005a) for multi-task learning.

In our automatic expert induction model with \( \ell_2\ell_1 \) norm, the overall objective is given
as:

\[
\mathcal{L} = \arg \min_{\theta} \left( -\log \left( \prod_{j=1}^{n} \left[ P_j(y|x) \right]^{\alpha_j} \right) + \lambda \left( \|\theta_1\|_1 + \cdots + \|\theta_G\|_1 \right) \right)
\]

where \( \lambda \) is a parameter that controls the regularization strength.
The feature groups are given as:

\[ \theta^1 = \{ \theta_1^1(v_1), \theta_2^1(v_1), \ldots, \theta_n^1(v_1) \} \]
\[ \theta^2 = \{ \theta_1^2(v_1), \theta_2^2(v_1), \ldots, \theta_n^2(v_1) \} \]
\[ \ldots \]
\[ \theta^K = \{ \theta_1^K(v_1), \theta_2^K(v_1), \ldots, \theta_n^K(v_1) \} \]
\[ \theta^{K+1} = \{ \theta_1^{K+1}(v_2), \theta_2^{K+1}(v_2), \ldots, \theta_n^{K+1}(v_2) \} \]
\[ \theta^{K+2} = \{ \theta_1^{K+2}(v_2), \theta_2^{K+2}(v_2), \ldots, \theta_n^{K+2}(v_2) \} \]
\[ \ldots \]
\[ \theta^G = \{ \theta_1^G(v_V), \theta_2^G(v_V), \ldots, \theta_n^G(v_V) \} \]

There is a total of \( G = K \times V \) feature groups, and each feature group has \( M = n \) features.

The key difference here from LOP is that the \( \theta \) parameters are not pre-trained and fixed, but jointly learned with respect to \( \ell_2 \ell_1 \) regularization. In the LOP case, learning the mixing coefficients \( \alpha_i \) (\( i = \{1, \ldots, n\} \)) can be done by taking the gradients of \( \alpha_i \) with respect to the training objective and directly plugging it into a gradient-based optimization framework, such as the limited memory variable metric (LMVM) used by Smith et al. (2005) or Stochastic Gradient Descent. However, learning the \( \theta \) parameters in our case is not as straightforward, since the objective is non-differentiable at many points due to the \( \ell_2 \ell_1 \) norm. We cannot simply throw in an off-the-shelf gradient-based optimizer.

To alleviate the problem of non-differentiability, the recently proposed Forward-Backward Splitting (FOBOS) optimization framework (Duchi and Singer, 2009) comes to mind. FOBOS is a (sub-)gradient-based framework that solves the optimization problem iteratively in two steps: in each iteration, we first take a sub-gradient step, and then take an analytical minimization step that incorporates the regularization term, which can often be solved with a closed form solution. Formally, each iteration at timestamp \( t \) in FOBOS
consists of the following two steps:

\[ \theta_{t+\frac{1}{2}} = \theta_t - \eta_t g_t \]  
\[ \theta_{t+1} = \arg\min_{\theta} \left\{ \frac{1}{2} \| \theta - \theta_{t+\frac{1}{2}} \|^2 + \eta_t \varphi(\theta) \right\} \]  

\( g_t \) is the subgradient of \(- \log(P_{LOP}(y|x))\) at \( \theta_t \). Step (3.1) is just a regular gradient-based step, where \( \eta_t \) is the step size and \( g_t \) is the sub-gradient vector of parameter vector \( \theta \). Step (3.2) finds a new vector that stays close to the interim vector after step (3.1), but also has a low penalty score according to the regularization term \( \varphi(\theta) \) (in our case, \( \varphi(\theta) = \|\theta\|_{2,1} \)).

In the case of \( \ell_1 \) and \( \ell_2 \) regularization, each feature \( \theta_t \) is independent in step (3.2), and thus can be solved separately.\(^2\)

Duchi and Singer (2009) gave closed form solutions for solving the minimization problem in step (3.2) for \( \ell_1 \), \( \ell_2 \), and \( \ell_1 \ell_2 \) norms, but no past research has demonstrated how to solve it for the \( \ell_2 \ell_1 \) norm. We leverage the results given by Kowalski and Torrésani (2009) for elitist lasso, and show that parameter \( \theta_{t+1,g,m} \) (the \( m \)th feature of group \( g \) at timestamp \( t + 1 \)) can be solved analytically as follows:

\[ \theta_{t+1,g,m} = \text{sign}(\theta_{t+\frac{1}{2},g,m}) \left( |\theta_{t+\frac{1}{2},g,m} - \tau_g| \right)^+ \]
\[ \tau_g = \frac{\lambda'}{1 + \lambda' M_g(\lambda')} \left\| \theta_{t+\frac{1}{2},g,1:M_g(\lambda')} \right\|_1 \]

\( \text{sign}(x) \) is the mathematical sign function. For \( x \in \mathcal{R} \), we have \( x^+ = x \) if \( x \geq 0 \) and \( x^+ = 0 \) if \( x \leq 0 \). \( \lambda' = \eta_t \lambda \) is the regularization weight adjusted by the current step size.

Let \( \bar{\theta}_g \) denote a new vector that holds the positive absolute value of \( \theta_g \), sorted in descending order, i.e., \( \bar{\theta}_{g,1} \geq \bar{\theta}_{g,2} \geq \cdots \bar{\theta}_{g,M} \). \( M_g(\lambda') \) is a positive integer given by the following definition:

\[ \bar{\theta}_{g,M_g(\lambda')+1} = \sum_{m=1}^{M_g(\lambda')+1} \left( \bar{\theta}_{g,m} - \bar{\theta}_{g,M_g(\lambda')+1} \right) \]

\(^2\)This property turns out to be of great importance in real-world large scale scenarios, since it allows the optimization of high-dimensional feature vectors to be parallelized.
\[ \tilde{\theta}_{g,M}(\lambda') > \lambda' \sum_{m=1}^{M_g(\lambda')} \left( \tilde{\theta}_{g,m} - \bar{\theta}_{g,M}(\lambda') \right) \]

\( \tilde{\theta}_{t+\frac{1}{2},g:1:M}(\lambda') \) is the subset of features from 1 to \( M_g(\lambda') \) – in descending order of their absolute value – in group \( g \) at timestamp \( t + \frac{1}{2} \).

One problem with finding the exact solution of elitist lasso as illustrated above is that computing the value \( M_g(\lambda') \) involves sorting the parameter vector \( \theta \), which is a \( O(n \log n) \) operation. When the number of features within each group is large, this could be prohibitively expensive. An approximate solution simply replaces \( M_g(\lambda') \) with the size of the group \( M \). Kowalski and Torrésani (2009) found that approximated elitist lasso works nearly as well as the exact version, but is faster and easier to implement. We adopt this approximation in our experiments.

With this, we have described a general-purpose method for solving any convex optimization problem with \( \ell_2 \ell_1 \) norm.

### 3.2.3 Results

We evaluate the performance of the proposed automatic expert induction method on NER over the same dataset as described in Section 2.5.1. The main difference here is that the baseline model is a MaxEnt classifier instead of a CRF.

Experimental settings specific to this section are explained below. We tuned the regularization parameters in the \( \ell_1 \), \( \ell_2 \) and \( \ell_1 \ell_2 \) norms on the development dataset via grid search. We used a tuning procedure similar to the one used in Turian et al. (2010) where we evaluate results on the development set after each optimization iteration, and terminate the procedure after not observing a performance increase on the development set in 25 continuous iterations. We found 150 to be a good \( \lambda \) value for \( \ell_2 \), 0.1 for \( \ell_1 \) and 0.1 for \( \ell_2 \ell_1 \). Similarly, we tuned the number of experts for both LOP baselines and the elitist LOP induction scheme. All model parameters were initialized to a random value in \([-0.1, 0.1]\).\(^3\)

\(^3\)Since the objective function in LOP is non-convex, random start typically works better than starting at 0 in practice.
We compare our results against a MaxEnt baseline model with both $\ell_1$ and $\ell_2$ regularization, as well as three manually specified expert induction schemes. Two commonly used LOP expert induction schemes were also compared. In the first scheme (LOP random), experts are constructed by randomly partitioning the features into $n$ subsets, where $n$ is the number of experts. Each expert therefore has $\frac{1}{n}$th of the full feature set. The second scheme (LOP sequential) works in a similar way, but instead of random partition, we create feature subsets sequentially and preserve the relative order of the features. We also list results reported in Smith et al. (2005) on the same dataset for comparison. They experimented with three manually crafted expert induction schemes ($S05\{simple; positional; label\}$) for LOP with a Conditional Random Field (CRF), which is a more powerful sequence model than our MaxEnt baseline.

Results on the CoNLL-03 and MUC-6/7 dataset are shown in Table 3.1. † and ‡ indicate statistically significantly better $F_1$ scores than the MaxEnt-$\ell_2$ and MaxEnt-$\ell_1$ baselines, respectively.

The proposed automatic expert induction scheme (row elitist LOP) gives consistent and statistically significant improvements over the MaxEnt baselines on both the CoNLL-03

<table>
<thead>
<tr>
<th>Models</th>
<th>#E</th>
<th>Dev Set Precision</th>
<th>Dev Set Recall</th>
<th>Dev Set $F_1$</th>
<th>Test Set Precision</th>
<th>Test Set Recall</th>
<th>Test Set $F_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoNLL</td>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>$F_1$</td>
<td>Precision</td>
<td>Recall</td>
<td>$F_1$</td>
</tr>
<tr>
<td>MaxEnt-$\ell_2$</td>
<td>1</td>
<td>88.46</td>
<td>87.73</td>
<td>88.09</td>
<td>81.42</td>
<td>81.64</td>
<td>81.53</td>
</tr>
<tr>
<td>MaxEnt-$\ell_1$</td>
<td>1</td>
<td>88.46</td>
<td>89.63</td>
<td>89.04</td>
<td>82.20</td>
<td>84.24</td>
<td>83.21†</td>
</tr>
<tr>
<td>LOP random</td>
<td>2</td>
<td>88.75</td>
<td>90.79</td>
<td>89.76</td>
<td>82.73</td>
<td>85.84</td>
<td>84.25†‡</td>
</tr>
<tr>
<td>LOP sequential</td>
<td>2</td>
<td>88.68</td>
<td>90.79</td>
<td>89.72</td>
<td>83.03</td>
<td>86.03</td>
<td>84.50†‡</td>
</tr>
<tr>
<td>LOP-$\ell_1$</td>
<td>5</td>
<td>88.76</td>
<td>90.41</td>
<td>89.58</td>
<td>82.90</td>
<td>85.94</td>
<td>84.40†‡</td>
</tr>
<tr>
<td>elitist LOP</td>
<td>3</td>
<td>89.65</td>
<td>91.08</td>
<td>90.36</td>
<td>83.96</td>
<td>86.67</td>
<td>85.29†‡</td>
</tr>
<tr>
<td>S05 simple</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>90.26</td>
<td>-</td>
<td>-</td>
<td>84.22</td>
</tr>
<tr>
<td>S05 positional</td>
<td>3</td>
<td>-</td>
<td>-</td>
<td>90.35</td>
<td>-</td>
<td>-</td>
<td>84.71</td>
</tr>
<tr>
<td>S05 label</td>
<td>5</td>
<td>-</td>
<td>-</td>
<td>89.30</td>
<td>-</td>
<td>-</td>
<td>83.27</td>
</tr>
<tr>
<td>MUC</td>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>$F_1$</td>
<td>Precision</td>
<td>Recall</td>
<td>$F_1$</td>
</tr>
<tr>
<td>MaxEnt-$\ell_2$</td>
<td>1</td>
<td>91.47</td>
<td>86.20</td>
<td>88.76</td>
<td>89.06</td>
<td>80.44</td>
<td>84.53</td>
</tr>
<tr>
<td>MaxEnt-$\ell_1$</td>
<td>1</td>
<td>92.56</td>
<td>85.50</td>
<td>88.89</td>
<td>89.61</td>
<td>79.09</td>
<td>84.02</td>
</tr>
<tr>
<td>LOP random</td>
<td>2</td>
<td>93.77</td>
<td>84.95</td>
<td>89.14</td>
<td>91.05</td>
<td>78.89</td>
<td>84.54</td>
</tr>
<tr>
<td>LOP sequential</td>
<td>2</td>
<td>94.34</td>
<td>84.18</td>
<td>88.97</td>
<td>91.71</td>
<td>77.42</td>
<td>83.96</td>
</tr>
<tr>
<td>LOP-$\ell_1$</td>
<td>5</td>
<td>93.25</td>
<td>86.09</td>
<td>89.53</td>
<td>90.70</td>
<td>79.57</td>
<td>84.78†</td>
</tr>
<tr>
<td>elitist LOP</td>
<td>3</td>
<td>93.47</td>
<td>86.48</td>
<td>89.84</td>
<td>91.22</td>
<td>80.15</td>
<td>85.33†‡</td>
</tr>
</tbody>
</table>

Table 3.1: Results of NER on CoNLL-03 and MUC-6/7 datasets.
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<table>
<thead>
<tr>
<th></th>
<th>Models</th>
<th>IV</th>
<th>OOV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>F₁</td>
</tr>
<tr>
<td>CoNLL-03</td>
<td>MaxEnt-(\ell_2)</td>
<td>89.21</td>
<td>86.81</td>
</tr>
<tr>
<td></td>
<td>elitist LOP</td>
<td>90.25</td>
<td>89.85</td>
</tr>
<tr>
<td>MUC-6/7</td>
<td>MaxEnt-(\ell_2)</td>
<td>90.21</td>
<td>80.88</td>
</tr>
<tr>
<td></td>
<td>elitist LOP</td>
<td>92.27</td>
<td>80.02</td>
</tr>
</tbody>
</table>

Table 3.2: OOV and IV results breakdown.

and MUC-6/7 test sets. In particular, on the CoNLL-03 test set, we observe an improvement of 3.7% absolute F₁ over Maxent-\(\ell_2\). The gains are particularly large in recall (by 5% absolute score), although there is also a 2.5% improvement in precision. The two conventional LOP induction schemes also show significant improvements over the MaxEnt baselines on this dataset, with the sequential feature partition scheme working slightly better than the random feature partition. However, elitist LOP outperforms the two LOP schemes by as much as 1% in absolute F₁, and also gives better results than manually crafted experts for CRFs in Smith et al. (2005).

On the MUC-6/7 test set, while elitist LOP still outperforms the MaxEnt baselines, the LOP schemes do not help or in some cases hurt performance. This suggests the lack of robustness of LOP which was discussed in Section 3.2.2. The automatically learned LOP experts are more robust on this data set, and gives a 0.8% improvement measured in absolute F₁ score over the MaxEnt-\(\ell_2\) baseline.

The elitist LOP model is more expressive than MaxEnt since it has more parameters to be combined. To understand whether the performance gain is obtained by the expressiveness or by the regularization of the \(\ell_2\ell_1\) norm, we compare against an elitist LOP model with just \(\ell_1\) regularization (LOP-\(\ell_1\)). Results show that the \(\ell_2\ell_1\) norm is a better regularizer for avoiding overfitting with these models. We also see a significant gain from LOP-\(\ell_1\) over MaxEnt-\(\ell_1\), suggesting that the expressiveness of the model also helps.

To further understand how our method improves over the MaxEnt baseline, we break down the test results into two subsets: words that were seen in the training dataset (in-vocabulary, or IV), versus words that were not (out-of-vocabulary, or OOV). We removed the entity boundary tags (e.g. “I-ORG” becomes “ORG”) so that each word token is evaluated separately. The division of IV and OOV subsets can be done by checking each word
against a lexicon compiled from training dataset.

If our automatic expert induction LOP method does successfully mitigate the weight undertraining problem, we would expect to see an improvement in OOV recognition. The result of this analysis is shown in Table 3.2. † indicates statistically significantly better \( F_1 \) scores than the MaxEnt-\( \ell_2 \) baseline at 95% confidence level.

On the CoNLL-03 dataset, our method gives significant improvements over MaxEnt in both OOV and IV category. In particular, improvement from OOV subset (3.4% in \( F_1 \)) is larger than the improvement from IV subset (2% in \( F_1 \)). This matches our hypothesis that our method mitigates the weight undertraining problem and thus gives a stronger boost in OOV recognition.

This effect is even more pronounced on the MUC-6/7 dataset. The improvement in IV subset in this case is actually quite modest (0.5%), but we get a significant 2.2% improvement from the OOV subset.

3.2.4 Related Work

The use of group-sparsity norms in NLP research is relatively rare. Martins et al. (2011) proposed the use of structure-inducing norms, in particular \( \ell_1 \ell_2 \) norm (group lasso), for learning the structure of classifiers. A key observation is that during testing, most of the runtime is consumed in the feature instantiation stage. Since the \( \ell_1 \ell_2 \) norm discards whole groups of features at a time, there are fewer feature templates that need to be instantiated, therefore it could give a significant runtime speedup.

Our use of the \( \ell_2 \ell_1 \) norm takes a different flavor in that we explore the internal structure of the model. There is, however, one recent paper that also makes use of the \( \ell_2 \ell_1 \) norm for a similar reason. Das and Smith (2012) employed the \( \ell_2 \ell_1 \) norm for learning sparse structure in a network formed by lexical predicates and semantic frames. Their results show that \( \ell_2 \ell_1 \) norm yields much more compact models than the \( \ell_1 \) or \( \ell_2 \) norms, with superior performance in learning to expand lexicons.

However, the optimization problem in Das and Smith (2012) was much simpler since all parameters can only take on positive values, and therefore they could directly use a gradient-descent method with specialized edge condition checks. In our work, we have
shown a general-purpose method in the FOBOS framework for optimizing any convex function with $\ell_2\ell_1$ norm.

A related $\ell_1$-$\ell_2$ mixed norm is called the elastic net (Zou and Hastie, 2005). It was proposed to overcome a problem of the lasso (i.e., $\ell_1$ regularization), which occurs when there is a group of correlated predictors, and the lasso tends to pick one and ignore all the others. Elastic net takes the form of a sum of a $\ell_1$ and a $\ell_2$ norm. It was used in Lavergne et al. (2010) for learning large-scale Conditional Random Fields.

### 3.2.5 Summary

Experimental results show that previous automatic expert definition methods used in LOP lack robustness across different tasks and data sets. Instead of manually defining good (i.e., diverse) experts, we demonstrated an effective way to induce experts automatically, by using a sparsity-inducing mixed $\ell_2\ell_1$ norm inspired by elitist lasso. We proposed a novel formulation of the optimization problem with the $\ell_2\ell_1$ norm in the FOBOS framework. Our method gives consistent and significant improvements over a MaxEnt baseline with fine-tuned $\ell_2$ regularization on two NER datasets. The gains are most evident in recognizing entity types for out-of-vocabulary words.

### 3.3 Feature Noising for Structure Prediction

In the last section, we proposed a mixed $\ell_2\ell_1$ regularization for a product-of-experts model, and contrasted it with the traditional $\ell_2$ and $\ell_1$ norm to demonstrate its effectiveness. However, that specific form of mixed $\ell_2\ell_1$ regularization is specific to the product-of-experts model, and does not apply generally to all log-linear models.

In this section, we aim to provide an alternative approach that can be applied to all generalized linear models, including log-linear models for structure prediction, such as CRFs. Recall that traditional $\ell_2$ or $\ell_1$ regularization penalize all features in a uniform way without taking into account the properties of the actual model. An alternative approach to improving generalization while avoiding overfitting is to generate fake training data by adding random noise to the input features of the original training data. Intuitively, this can
be thought of as simulating missing features, whether due to typos or use of a previously unseen synonym. The effectiveness of this technique is well-known in machine learning (Abu-Mostafa, 1990; Burges and Schölkopf, 1997; Simard et al., 2000; Rifai et al., 2011a; van der Maaten et al., 2013), but working directly with many corrupted copies of a dataset can be computationally prohibitive.

In the recently proposed dropout learning scheme, each data sample is not just noised, but randomly “dropped out” during each iteration of parameter training (Hinton et al., 2012; Wang and Manning, 2013c). This effectively corresponds to an “expert” formation strategy by one-off feature bagging. It breaks co-adaptation in exactly the same way sought in the previous section (expert induction for product-of-expert ensemble), but now dynamically, by trying many experts rather than finding one good set of experts.

Fortunately, feature noising ideas often lead to tractable deterministic objectives that can be optimized directly. Sometimes, training with corrupted features reduces to a special form of regularization (Matsuoka, 1992; Bishop, 1995; Rifai et al., 2011b; Wager et al., 2013). For example, Bishop (1995) showed that training with features that have been corrupted with additive Gaussian noise is equivalent to a form of $\ell_2$ regularization in the low noise limit. In other cases it is possible to develop a new objective function by marginalizing over the artificial noise (Wang and Manning, 2013c; van der Maaten et al., 2013).

We show how to efficiently simulate training with artificially noised features in the context of log-linear structured prediction, without actually having to generate noised data. We focus on dropout noise (Hinton et al., 2012), a recently popularized form of artificial feature noise where a random subset of features is omitted independently for each training example. Figure 3.2 illustrates dropout in two training iterations. Conceptually, given a training example, we sample some features to ignore (generate fake data) and make a parameter update. Our goal is to train with a roughly equivalent objective, without actually sampling.
3.3.1 Feature Noising for MaxEnt

Recall the standard definition of a MaxEnt model that models the conditional probability of an output $y \in \mathcal{Y}$ (e.g., a tag sequence) given some input $x \in \mathcal{X}$ (e.g., a sentence):

$$P(y|x; \theta) = \exp\{f(y, x) \cdot \theta - \log Z(x)\}$$  \hspace{1cm} (3.3)

$$= \exp\{s_y - A(s)\}$$  \hspace{1cm} (3.4)

where we define $s_y = f(y, x) \cdot \theta$ and $A(s) = \log Z(x)$; $s = (s_1, \ldots, s_{|\mathcal{Y}|})$ is a vector of scores for each output sequence.

The key idea behind feature noising is to artificially corrupt the feature vector $f(y, x)$ randomly into some $\tilde{f}(y, x)$ and then to maximize the average log-likelihood of $y$ given these corrupted features—the motivation is to choose predictors $\theta$ that are robust to noise (missing words for example). Let $\tilde{s}, \tilde{P}(y|x; \theta)$ be a randomly perturbed version corresponding to $\tilde{f}(y, x)$. We will also assume the feature noising preserves the mean: $\mathbb{E}[\tilde{f}(y, x)] = f(y, x)$, so that $\mathbb{E}[\tilde{s}] = s$.

It is useful to view feature noising as a form of regularization. Since feature noising
preserves the mean, the feature noising objective can be written as the sum of the original log-likelihood plus the difference in log-normalization constants:

\[
\mathbb{E} [\log \tilde{P}(y|x; \theta)] = \log P(y|x; \theta) - R(\theta, x), \tag{3.5}
\]

\[
R(\theta, x) \overset{\text{def}}{=} \mathbb{E}[A(\tilde{s})] - A(s). \tag{3.6}
\]

Since \(A(\cdot)\) is convex, \(R(\theta, x)\) is always positive by Jensen’s inequality and can therefore be interpreted as a regularizer. Note that \(R(\theta, x)\) is in general non-convex.

Computing the regularizer (3.6) requires summing over all possible noised feature vectors, which can imply exponential effort in the number of features. This is intractable even for flat classification. Following Bishop (1995) and Wager et al. (2013), we approximate \(R(\theta, x)\) using a second-order Taylor expansion, which will allow us to work with only means and covariances of the noised features. We take a quadratic approximation of the log-partition function \(A(\cdot)\) of the noised score vector \(\tilde{s}\) around the the unnoised score vector \(s\):

\[
A(\tilde{s}) \approx A(s) + \nabla A(s)^\top (\tilde{s} - s) + \frac{1}{2}(\tilde{s} - s)^\top \nabla^2 A(s)(\tilde{s} - s). \tag{3.7}
\]

Plugging (3.7) into (3.6), we obtain a new regularizer \(R^q(\theta, x)\), which we will use as an approximation to \(R(\theta, x)\):

\[
R^q(\theta, x) = \frac{1}{2} \mathbb{E}[(\tilde{s} - s)^\top \nabla^2 A(s)(\tilde{s} - s)] \tag{3.8}
\]

\[
= \frac{1}{2} \text{tr}(\nabla^2 A(s) \text{Cov}(\tilde{s})).
\]

This expression still has two sources of potential intractability, a sum over an exponential number of noised score vectors \(\tilde{s}\) and a sum over the \(|\mathcal{Y}|\) components of \(\tilde{s}\).

**Multiclass classification** If we assume that the components of \(\tilde{s}\) are independent, then \(\text{Cov}(\tilde{s}) \in \mathbb{R}^{|\mathcal{Y}| \times |\mathcal{Y}|}\) is diagonal, and we have

\[
R^q(\theta, x) = \frac{1}{2} \sum_{y \in \mathcal{Y}} \mu_y (1 - \mu_y) \text{Var}[\tilde{s}_y]. \tag{3.9}
\]
where the mean $\mu_y \overset{\text{def}}{=} p_\theta(y|x)$ is the model probability, the variance $\mu_y(1 - \mu_y)$ measures model uncertainty, and

$$\text{Var}[\tilde{s}_y] = \theta^T \text{Cov}[\tilde{f}(y, x)] \theta$$

(3.10)

measures the uncertainty caused by feature noising. The regularizer $R^\Theta(\theta, x)$ involves the product of two variance terms, the first is non-convex in $\theta$ and the second is quadratic in $\theta$. Note that to reduce the regularization, we will favor models that (i) predict confidently and (ii) have stable scores in the presence of feature noise.

For multiclass classification, we can explicitly sum over each $y \in Y$ to compute the regularizer, but this will be intractable for structured prediction.

To specialize to multiclass classification for the moment, let us assume that we have a separate weight vector for each output $y$ applied to the same feature vector $h(x)$; that is, the score $s_y = \theta_y \cdot h(x)$. Further, assume that the components of the noised feature vector $\tilde{h}(x)$ are independent. Then we can simplify (3.10) to the following:

$$\text{Var}[\tilde{s}_y] = \sum_j \text{Var}[g_j(x)] \theta^2_{yj}.$$  

(3.11)

**Noising schemes** We now give some examples of possible noise schemes for generating $\tilde{f}(y, x)$ given the original features $f(y, x)$. This distribution affects the regularization through the variance term $\text{Var}[\tilde{s}_y]$.

- **Additive Gaussian**: $\tilde{f}(y, x) = f(y, x) + \epsilon$, where $\epsilon \sim N(0, \sigma^2 I_{d \times d})$.
  
  In this case, the contribution to the regularizer from noising is $\text{Var}[\tilde{s}_y] = \sum_j \sigma_{yj}^2$.

- **Dropout**: $\tilde{f}(y, x) = f(y, x) \odot z$, where $\odot$ takes the elementwise product of two vectors. Here, $z$ is a vector with independent components which has $z_i = 0$ with probability $\delta$, $z_i = \frac{1}{1-\delta}$ with probability $1 - \delta$. In this case, $\text{Var}[\tilde{s}_y] = \sum_j \frac{g_j(x)^2 \delta}{1-\delta} \theta_{yj}^2$.

---

4Here, we are using the fact that the first and second derivatives of the log-partition function yield the mean and variance.
• Multiplicative Gaussian:

\[ \tilde{f}(y, x) = f(y, x) \odot (1 + \varepsilon), \text{ where } \varepsilon \sim \mathcal{N}(0, \sigma^2 I_{d \times d}). \]

Here, \( \text{Var}[\tilde{s}_y] = \sum_j g_j(x)^2 \sigma^2 \theta_j^2 \). Note that under our second-order approximation \( R^q(\theta, x) \), the multiplicative Gaussian and dropout schemes are equivalent, but they differ under the original regularizer \( R(\theta, x) \).

### 3.3.2 Feature Noising for CRFs

So far, we have developed a regularizer that works for all log-linear models, but—in its current form—is only practical for multiclass classification. We now exploit the decomposable structure in CRFs to define a new noising scheme which does not require us to explicitly sum over all possible outputs \( y \in \mathcal{Y} \). The key idea will be to noise each local feature vector (which implicitly affects many \( y \)) rather than noise each \( y \) independently.

Assume that the output \( y = (y_1, \ldots, y_T) \) is a sequence of \( T \) tags. In linear chain CRFs, the feature vector \( f \) decomposes into a sum of local feature vectors \( h_t \):

\[ f(y, x) = \sum_{t=1}^{T} h_t(y_{t-1}, y_t, x), \tag{3.12} \]

where \( h_t(a, b, x) \) is defined on a pair of consecutive tags \( a, b \) for positions \( t - 1 \) and \( t \).

Rather than working with a score \( s_y \) for each \( y \in \mathcal{Y} \), we define a collection of local scores \( s = \{s_{a,b,t}\} \), for each tag pair \( (a, b) \) and position \( t = 1, \ldots, T \). We consider noising schemes which independently set \( \tilde{h}_t(a, b, x) \) for each \( a, b, t \). Let \( \tilde{s} = \{\tilde{s}_{a,b,t}\} \) be the corresponding collection of noised scores.

We can write the log-partition function of these local scores as follows:

\[ A(s) = \log \sum_{y \in \mathcal{Y}} \exp \left\{ \sum_{t=1}^{T} s_{y_{t-1},y_t} \right\}. \tag{3.13} \]

The first derivative yields the edge marginals under the model \( \mu_{a,b,t} = p_{a}(y_{t-1}) = a, y_t = b|x \), and the diagonal elements of the Hessian \( \nabla^2 A(s) \) yield the marginal variances.
Now, following (3.8) and (3.9), we obtain the following regularizer:

$$R_q(\theta, x) = \frac{1}{2} \sum_{a,b,t} \mu_{a,b,t} (1 - \mu_{a,b,t}) \text{Var}[\tilde{s}_{a,b,t}], \quad (3.14)$$

where $\mu_{a,b,t} (1 - \mu_{a,b,t})$ measures model uncertainty about edge marginals, and $\text{Var}[\tilde{s}_{a,b,t}]$ is simply the uncertainty due to noising. Again, minimizing the regularizer means making confident predictions and having stable scores under feature noise.

**Computing partial derivatives** So far, we have defined the regularizer $R_q(\theta, x)$ based on feature noising. In order to minimize $R_q(\theta, x)$, we need to take its derivative.

First, note that $\log \mu_{a,b,t}$ is the difference of a restricted log-partition function and the log-partition function. So again by properties of its first derivative, we have:

$$\nabla \log \mu_{a,b,t} = \mathbb{E}_{P_\theta(y|x, y_{t-1} = a, y_t = b)} [f(y, x)] - \mathbb{E}_{P_\theta(y|x)} [f(y, x)]. \quad (3.15)$$

Using the fact that $\nabla \mu_{a,b,t} = \mu_{a,b,t} \nabla \log \mu_{a,b,t}$ and the fact that $\text{Var}[\tilde{s}_{a,b,t}]$ is a quadratic function in $\theta$, we can simply apply the product rule to derive the final gradient $\nabla R_q(\theta, x)$.

**A Dynamic Program for the Conditional Expectation**

A naive computation of the gradient $\nabla R_q(\theta, x)$ requires a full forward-backward pass to compute $\mathbb{E}_{P_\theta(y|y_{t-1} = a, y_t = b)} [f(y, x)]$ for each tag pair $(a, b)$ and position $t$, resulting in a $\mathcal{O}(K^4T^2)$ time algorithm.

In this section, we reduce the running time to $\mathcal{O}(K^2T)$ using a more intricate dynamic program. By the Markov property of the CRF, $y_{1:t-2}$ only depends on $(y_{t-1}, y_t)$ through $y_{t-1}$ and $y_{t+1:T}$ only depends on $(y_{t-1}, y_t)$ through $y_t$.

First, it will be convenient to define the partial sum of the local feature vector from positions $i$ to $j$ as follows:

$$G_{i:j} = \sum_{t=i}^{j} h_t(y_{t-1}, y_t, x). \quad (3.16)$$
Consider the task of computing the feature expectation $\mathbb{E}_{p_\theta(y|y_{t-1}=a,y_t=b)}[f(y,x)]$ for a fixed $(a,b,t)$. We can expand this quantity into

$$\sum_{y:y_{t-1}=a,y_t=b} p_\theta(y_{-(t-1):t}|y_{t-1}=a,y_t=b)G_{1:T}.$$ 

Conditioning on $y_{t-1}, y_t$ decomposes the sum into three pieces:

$$\sum_{y:y_{t-1}=a,y_t=b} [h_t(y_{t-1}=a,y_t=b,x) + F^a_t + B^b_t],$$

where

$$F^a_t = \sum_{y_{t-2}} p_\theta(y_{1:t-2}|y_{t-1}=a)G_{1:t-1}, \quad (3.17)$$

$$B^b_t = \sum_{y_{t+1:T}} p_\theta(y_{t+1:T}|y_t=b)G_{t+1:T}, \quad (3.18)$$

are the expected feature vectors summed over the prefix and suffix of the tag sequence, respectively. Note that $F^a_t$ and $B^b_t$ are analogous to the forward and backward messages of standard CRF inference, with the exception that they are vectors rather than scalars.

We can compute these messages recursively in the standard way. The forward recurrence is

$$F^a_t = \sum_b p_\theta(y_{t-2}=b|y_{t-1}=a) [h_t(y_{t-2}=b,y_{t-1}=a,x) + F^b_{t-1}]$$

The backward recurrence is

$$B^b_t = \sum_a p_\theta(y_{t+1}=a|y_t=b) [h_t(y_{t+1}=a,y_t=b,x) + B^a_{t+1}]$$

Running the resulting dynamic program takes $O(K^2Tq)$ time and requires $O(KTq)$ storage, where $K$ is the number of tags, $T$ is the sequence length and $q$ is the number of active features. Note that this is the same order of dependence as normal CRF training, but there is an additional dependence on the number of active features $q$, which makes training...
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Table 3.3: CoNLL-03 summary of results.

<table>
<thead>
<tr>
<th></th>
<th>Dev P</th>
<th>Dev R</th>
<th>Dev F₁</th>
<th>Test P</th>
<th>Test R</th>
<th>Test F₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>89.84</td>
<td>88.97</td>
<td>89.40</td>
<td>84.28</td>
<td>85.06</td>
<td>84.67</td>
</tr>
<tr>
<td>ℓ₂</td>
<td>91.11</td>
<td>90.58</td>
<td>90.84</td>
<td>86.10</td>
<td>85.36</td>
<td>85.73</td>
</tr>
<tr>
<td>Dropout</td>
<td>93.85</td>
<td>89.96</td>
<td>91.86</td>
<td>88.40</td>
<td>86.45</td>
<td>87.42</td>
</tr>
</tbody>
</table>

slower.

Fast Gradient Computations

In this section, we provide two ways to further improve the efficiency of the gradient calculation based on ignoring long-range interactions and based on exploiting feature sparsity.

Exploiting Feature Sparsity and Co-occurrence In each forward-backward pass over a training example, we need to compute the conditional expectations for all features active in that example. Naively applying the dynamic program in Section 3.3.2 is $O(K^2T)$ for each active feature. The total complexity has to factor in the number of active features, $q$. Although $q$ only scales linearly with sentence length, in practice this number could get large pretty quickly. For example, in the NER experiments (cf. Section 3.3.3), the average number of active features per token is about 20, which means $q \approx 20T$; this term quickly dominates the computational costs. Fortunately, in sequence tagging and other NLP tasks, the majority of features are sparse and they often co-occur. That is, some of the active features would fire and only fire at the same locations in a given sequence. This happens when a particular token triggers multiple rare features.

We observe that all indicator features that only fired once at position $t$ have the same conditional expectations (and model expectations). As a result, we can collapse such a group of features into a single feature as a preprocessing step to avoid computing identical expectations for each of the features. Doing so on the same NER tagging experiments cuts down $q/T$ from 20 to less than 5, and gives us a 4 times speed up at no loss of accuracy. The exact same trick is applicable to the general CRF gradient computation as well and gives similar speedup.
3.3.3 Results

We evaluate the quadratic dropout regularizer in linear-chain CRFs on the CoNLL-03 NER dataset. The $F_{\beta=1}$ results are summarized in Table 3.3. **NONE** is the results of a CRF with no regularization; $\ell_2$ is a CRF with $\ell_2$ regularization; Dropout is the quadratic dropout regularization (3.14) described in this paper.

We observe a performance obtain of 1.7% and 1.0% absolute points in $F_1$ on the test and dev set, respectively.

3.4 Summary

In this chapter, we address a common problem in training log-linear models—feature weight undertraining. We first reviewed a strategy to counter this problem by generating a product-of-experts model where the input feature space are partitioned among experts in order to break feature co-adaptation. We then proposed a new method that automatically learns to induce a set of diverse experts, which is more robust across datasets and achieves higher accuracy than manually specified expert creation schemes. We then examine a new method based on “dropout” learning, which seeks to create many experts during different iterations of training, instead of just one set of experts. We present a new approach that formulates the dropout learning scheme as a form of feature noising regularization, based on second-order approximation. This new regularization technique favors models that predict confidently and are robust to noise in the data. We further extend this method to the case of structured prediction in CRFs. We tackle the key challenge of dealing with feature correlations that arise in the structured prediction setting in several ways. Finally, we applied our methods to the CoNLL-03 NER dataset and demonstrate significant gains over standard $\ell_2$ regularization for CRF.
Chapter 4

Investigating Non-linear Architectures

4.1 Introduction

In the last chapter we considered methods for balancing the problem of overfitting and underfitting in training a log-linear model. In this chapter, we turn our attention to the connection between the log-linear model architecture and feature representation. Most methods developed so far for sequence labeling employ generalized linear statistical models, meaning methods that describe the data as a combination of linear basis functions, either directly in the input variables space (e.g., SVM) or through some transformation of the probability distributions (e.g., “log-linear” models). More broadly speaking, one rarely finds examples of non-linear models in the field of NLP as a whole, especially if compared to neighboring fields like Computer Vision and Audio Signal Processing. Recently, Collobert et al. (2011) proposed “deep architecture” models for sequence labeling (named Sentence-level Likelihood Neural Nets, abbreviated as SLNN henceforth), and showed promising results on a range of tasks (POS tagging, NER, Chunking, and SRL). Two new changes were suggested: extending the model from a linear to a non-linear architecture; and replacing discrete feature representations with distributional feature representations in a continuous space. It has generally been argued that non-linearity between layers is vital to the power of neural models (Bengio, 2009). The relative contribution of these changes, however, is unclear, as is the question of whether gains can be made by introducing non-linearity to conventional feature-based models.
In this chapter, we first illustrate the close relationship between CRF and SLNN models, and conduct an empirical investigation of the effect of non-linearity with different feature representations. Experiments on Named Entity Recognition (NER) suggest that non-linear models are highly effective in low-dimensional distributed feature space, but offer no benefits in high-dimensional discrete space. Furthermore, both linear and non-linear models improve when we combine the discrete and continuous feature spaces, but a linear model still outperforms the non-linear one.

4.2 Related Work

Most discussions of non-linearity in NLP come up in the consideration of different choices of statistical classifiers. It is well known that linear classifiers such as the Perceptron and Support Vector Machines (SVM) are not capable of approximating a non-linear function such as the XOR function. There exist methods that enhance the aforementioned linear classifiers with non-linear prediction power, such as the extension of the Perceptron to the Multilayer Perceptron (Rumelhart and McClelland, 1986), and the use of Kernel Methods in SVMs (Schölkopf et al., 1997).

Other classic non-linear models include Nearest Neighbor, Guassian Kernels and Radial Basis Function Networks. These models are often termed local non-linear models, whereas global non-linear models commonly refer to neural networks with hidden layers. Invented in the early 60’s and popular in the 80’s, neural network models faded from the public view of mainstream NLP research, but re-emerged recently. There has been a wave of new and exciting results coming out of a line of research now referred to as “deep learning”. Upon first glance, deep learning resembles the same class of multi-layer (hence the name “deep”) neural nets; but the term actually encapsulates a wider range of new advances in neural network research, especially in representation learning.

The recent surge of interest and activity in deep learning research can be traced back to Restricted Boltzmann Machines (RBM), and Stacked RBMs (also known as Deep Belief Networks) (Hinton and Salakhutdinov, 2006), which can be thought of as the undirected counterpart of directed graphical models like the Multi-layer Perceptron. Perhaps more important is the discovery of new training procedures to efficiently learn these complex
models. For example, the layer-wise unsupervised pre-training scheme proposed by Hinton et al. (2006), Autoencoders (Bengio et al., 2006; LeCun and Bengio, 2007), and Contrastive Estimation methods (Collobert et al., 2011; Rifai et al., 2012). Deep architecture models trained in an unsupervised fashion using these techniques are able to learn multi-level distributional representations for a variety of datasets. The best results from these models match or beat the state-of-the-art in Computer Vision (Lee et al., 2009; Le et al., 2012b), Speech Processing (Mikolov et al., 2011; Dahl et al., 2012), and NLP (Socher et al., 2011a,b,c; Collobert, 2011; Le et al., 2012a).

In sequence labeling, Collobert and Weston (2008) demonstrated that a single-layer neural network, using continuous distributional features pre-trained on a large amount of text, rivals the state-of-the-art in a series of tasks. Collobert et al. (2011) discussed the importance of “word embedding” feature vectors pre-trained in an unsupervised fashion, and found that the performance of the model drops sharply if the word embedding was directly learned from supervised data. The same effect was also studied in Erhan et al. (2010). Their findings suggest that unsupervised pre-training provides better initialization points, and guides the learning algorithm towards local minima with better generalization. Empirical results from Turian et al. (2010) also support the argument that distributional representations generalize better than discrete representations over out-of-domain or unseen data.

However, the question remains whether it is necessary to employ a non-linear architecture in order to profit from a pre-trained distributional feature representation. How would a non-linear architectures help with a traditional discrete feature space? Our experimental results show that non-linear deep architecture does not necessarily improve performance on sequence labeling tasks in high-dimensional discrete space, but gains are realized through the use of distributional representations in continuous space. Next, we will introduce the models we discussed here in Section 4.3, and test our hypotheses in Section 4.5.

### 4.3 From CRFs To SLNNs

Recall the CRF model definition in Eq. 2.3 of Section 2.3. Let us first focus our discussion on the node clique potentials $\Psi$ for now and temporarily shelve the edge potentials $\Phi$, which
we will return to later. We call the operand of the exponentiation operator in $\Psi$ a potential function $\psi$. In a CRF, this can be expressed in matrix notation as:

$$\psi(x, y_i; \theta) = \left| \theta^T g(x) \right|_{\hat{y}_i}$$

We use the notation $\hat{y}_i$ to denote the ordinal index of the value assigned to $y_i$. This linear potential function $\psi$ can be visualized using a neural network diagram, shown in the left plot in Figure 4.1. In this diagram, we assume the random variable $y_i$ has three possible value assignments ($v_1, v_2, v_3$). On the left side (a) is the linear potential function $\psi$ in CRF, illustrated as a single-layer Input-Output Neural Network. In the middle (b) is a potential function as a two-layer Linear Neural Network; on the right side (c) is a two-layer Deep Neural Network. Each edge in the graph represents a parameter weight $\theta_{(k, \hat{y}_i)}$, for feature $f_k(x)$ and a variable assignment of $y_i$. In neural network terminology, this architecture of (b) is called a single-layer Input-Output Neural Network (IONN).\footnote{The bias parameter “$b$” commonly seen in Neural Network convention can be encoded as an “always on” feature in the input layer.} Normalizing locally in a logistic regression is equivalent to adding a softmax layer to the output layer of the IONN.
which was commonly done in neural networks, such as in Collobert et al. (2011).

We can add a hidden linear layer to this architecture to formulate a two-layer Linear Neural Network (LNN), as shown in the middle diagram of Figure 4.1. The value of the node $z_j$ in the hidden layer is computed as $z_j = \sum_k \omega_{k,j} f_k(x)$. The value $y_i$ for nodes in the output layer is computed as: $y_i = \sum_j \delta_{i,j} z_j = \sum_j \delta_{i,j} \sum_k \omega_{k,j} f_k(x)$, where $\omega_{k,j}$ and $\delta_{i,j}$ are new parameters introduced in the model. In matrix form, it can be written as $y = \Delta^T z = \Delta^T \Omega^T g(x)$. The node potential function now becomes:

$$\psi'(x, y_i; \Omega, \Delta) = |\Delta^T \Omega^T g(x)|_{y_i}$$

This two-layer network is actually no more powerful than the previous model, since we can always compile it down to a single-layer IONN by making $\Theta = \Omega \Delta$. In the next step, we take the output of the hidden layer in the LNN, and send it through a non-linear activation function, such as a sigmoid or tanh, then we arrive at a two-layer Neural Network (TLNN) model. Unlike the previous two models, the TLNN is non-linear, and thus capable of representing a more complex decision surface.

So far we have extended the potential function used in node cliques of a CRF to a non-linear TLNN. And if we keep the potential function for edge cliques the same as before, then in fact we have arrived at an identical model to the SLNN in Collobert et al. (2011). The difference between a SLNN and an ordinary TLNN model is that we need to take into consideration the influence of edge cliques, and therefore we can no longer normalize the clique factors at each position to calculate the local marginals, as we would do in a logistic regression. The cardinality of the output variable vector $y$ grows exponentially with respect to input sequence length. Fortunately, we can use forward-backward style dynamic programming to compute the marginal probabilities efficiently.

It is also worth pointing out that this model has in fact been introduced a few times in prior literature. It was termed *Conditional Neural Fields* by Peng et al. (2009), and later *Neural Conditional Random Fields* by Do and Artieres (2010). Unfortunately, the connection to Collobert and Weston (2008) was not recognized in either of these two studies; vice versa, neither of the above were referenced in Collobert et al. (2011). This model also appeared previously in the speech recognition literature in Prabhavalkar and Fosler-Lussier...
4.4 Parameter Learning

Supervised conditional training of the SLNN model amounts to maximizing the log-likelihood objective function $L$, given by the sum of log-probabilities over training examples, similar to a CRF:

$$L(y^*|x) = \sum_{l=1}^{||x||} (\sum_{i=1}^{||x^l||} \psi'(x^l_i, y^*_{l_i}) + \sum_{j=1}^{||x^l||} \phi(x^l_i, y^*_{j}, y^*_{j-1}) - \sum_{l=1}^{||x||} \log Z(x))$$

The change in node potential function from $\psi$ to $\psi'$ does not affect the inference procedure, and thus we can employ the same dynamic programming algorithm as in a CRF to calculate the log sum over $Z(x)$ and the expectation of feature parameters.

We adopted the simple L-BFGS algorithm for training weights in this model (Liu and Nocedal, 1989). Although L-BFGS is in general slower than mini-batch SGD – another common optimization algorithm used to train neural networks (Bengio et al., 2006, *inter alia*), it has been found to be quite stable and suitable for learning neural networks (Socher et al., 2011c). The gradient of a parameter $\omega_{(k,j)}$ is calculated as the following:

$$\frac{\partial L}{\partial \omega_{(k,j)}} = \sum_{l=1}^{||x||} \sum_{i=1}^{||x^l||} \left( \frac{\partial \psi'(x^l_i, y^*_{l_i})}{\partial \omega_{(k,j)}} - \mathbb{E}_P(y^l_i|x^l) \left[ \frac{\partial \psi'(x^l_i, y^*_{l_i})}{\partial \omega_{(k,j)}} \right] \right)$$

The partial derivative of the potential function $\frac{\partial \psi'(x^l_i, y^*_{l_i})}{\partial \omega_{(k,j)}}$ can be calculated using the back-propagation procedure, identical to how gradients of a standard Multilayer Perceptron are calculated. The gradient calculation for output layer parameters $\Delta$ and edge parameters $\Lambda$ follow the same form. We apply $\ell_2$-regularization to prevent overfitting.
4.5 Experiments and Results

We evaluate the CRF and SLNN models on the Named Entity Recognition (NER) task. In all experiments, we used the development portion of the CoNLL-03 data (cf. Section 2.5.1) to tune the $\ell_2$-regularization parameter $\sigma$ (variance in Gaussian prior), and found 20 to be a stable value. Overall tuning $\sigma$ does not affect the qualitative results in our experiments. We terminate L-BFGS training when the average improvement is less than $1e^{-3}$. All model parameters are initialized to a random value in $[-0.1, 0.1]$ in order to break symmetry. We did not explicitly tune the features used in the CRF to optimize for performance, since feature engineering is not the focus of this study. However, overall we found that the feature set we used is competitive with CRF results from earlier literature (Turian et al., 2010; Collobert et al., 2011). For models that embed hidden layers, we set the number of hidden nodes to 300. Results are reported on the standard evaluation metrics of entity/chunk precision, recall and $F_1$ measure.

For experiments with continuous space feature representations (a.k.a., word embedding), we took the word embedding (130K words, 50 dimensions) used in Collobert et al. (2011), which were trained for 2 months over Wikipedia text. All sequences of numbers are replaced with num (e.g., “PS1” would become “PSnum”), sentence boundaries are padded with token PAD, and unknown words are grouped into UNKNOWN. This is a different set of word embedding from the one reported in Turian et al. (2010). We attempt to replicate the model described in Collobert et al. (2011) without task-specific fine-tuning, with a few exceptions: 1) we used the soft tanh activation function instead of hard tanh; 2) we use the BIO2 tagging scheme instead of BIOES; 3) we use L-BFGS optimization algorithm instead of stochastic gradient descent; 4) we did not use Gazetteer features; 5) Collobert et al. (2011) mentioned 5 binary features that look at the capitalization pattern of words to append to the embedding as additional dimensions, but only 4 were described in the paper, which we implemented accordingly.

For both the CRF and SLNN models, we experiment with both the discrete binary valued feature representation used in a regular CRF, and the word embedding described.

---

2 We tried varying the number of hidden units in the range from 50 to 500, and the main qualitative results remain the same.

3 Available at http://ml.nec-labs.com/senna/.
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Table 4.1: Results of CRF versus SLNN, over discrete feature space. CoNLL$_d$ stands for the CoNLL development set, and CoNLL$_t$ is the test set. Best $F_1$ score on each dataset is highlighted in bold.

Unless otherwise stated, the set of edge features is limited to pairs of predicted labels at the current and previous positions, i.e., $(y_i, y_{i-1})$. The same edge features were used in Collobert et al. (2011) and were called “transition scores” ($[A]_{i,j}$).

**4.5.1 Results of Discrete Representation**

The first question we address is the following: in the high-dimensional discrete feature space, would the non-linear architecture in SLNN model help it to outperform CRF?

Results from Table 4.1 suggest that SLNN does not seem to benefit from the non-linear architecture. In particular, on the CoNLL and MUC dataset, SLNN resulted in a 1% performance drop, which is significant for NER. The specific statistical properties of this dataset that lead to the performance drop are hard to determine, but we believe it is partially because the SLNN has a much harder non-convex optimization problem to solve – on this small dataset, the SLNN with 300 hidden units generates a shocking number of 100 million parameters (437905 features times 300 hidden dimensions), due to the high dimensionality of the input feature space.

To further illustrate this point, we also compared the CRF model with its Linear Neural Network (LNN) extension, which has exactly the same number of parameters as the SLNN but does not include the non-linear activation layer. Although this model is identical in representational power to the CRF as we discussed in Section 4.3, the optimization problem here is no longer convex (Ando and Zhang, 2005a). To see why, consider applying a linear scaling transformation to the input layer parameter matrix $\Omega$, and apply the inverse scaling to output layer $\Delta$ matrix. The resulting model has exactly the same function values. We
can see from Table 4.2 that there is indeed a performance drop with the LNN model as well, likely due to difficulty with optimization. By comparing the results of LNN and SLNN, we see that the addition of a non-linear activation layer in SLNN does not seem to help, but in fact further decreases performance in all cases.

A distinct characteristic of NLP data is its high dimensionality. The vocabulary size of a decent sized text corpus is already in the tens of thousands, and bigram statistics are usually an order of magnitude larger. These basic information units are typically very informative, and there is not much structure in them to be explored. Although some studies argue that non-linear neural nets suffer less from the curse of dimensionality (Attali and Pagés, 1997; Bengio and Bengio, 2000; Pitkow, 2012), counter arguments have been offered (Camastra, 2003; Verleysen et al., 2003). The empirical results from our experiment seems to support the latter. Similar results have also been found in other NLP applications such as Text Classification. Joachims concluded in his seminal work: “non-linear SVMs do not provide any advantage for text classification using the standard kernels” (Joachims, 2004, p. 115). If we compare the learning curve of CRF and SLNN (Figure 4.2), where we vary the amount of binary features available in the model by random sub-sampling, we can further observe that SLNNs enjoy a small performance advantage in lower dimensional space (when less than 30% of features are used), but are quickly outpaced by CRFs in higher dimensional space as more features become available.

Another point of consideration is whether there is actually much non-linearity to be captured in sequence labeling. While in some NLP applications like grammar induction and semantic parsing, the data is complex and rich in statistical structures, the structure of data in sequence labeling is considerably simpler. This contrast is more salient if we compare with data in Computer Vision tasks such as object recognition and image segmentation.
The interactions among local variables there are much stronger and more likely to be non-linear. Lastly, models like a CRF actually already capture some of the non-linearity in the input space through the interactions of latent variables (Liang et al., 2008), and it is unclear how much additional gain we would get by explicitly modeling the non-linearity in local inputs.

### 4.5.2 Results of Distributional Representation

For the next experiment, we replace the discrete input features with a continuous space representation by looking up the embedding of each word, and concatenate the embedding of a five word window centered around the current position. Four binary features are also appended to each word embedding to capture capitalization patterns, as described in Collobert et al. (2011). Results of the CRF and SLNN under this setting for the NER task is show in Table 4.3.

With a continuous space representation, the SLNN model works significantly better than a CRF, by as much as 7% on the CoNLL development set, and 3.7% on ACE dataset. This suggests that there exist statistical dependencies within this low-dimensional (300) data that cannot be effectively captured by linear transformations, but can be modeled in the
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<table>
<thead>
<tr>
<th></th>
<th>CRF</th>
<th></th>
<th>SLNN</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F$_1$</td>
</tr>
<tr>
<td>CoNLL$_d$</td>
<td>80.7</td>
<td>78.7</td>
<td>79.7</td>
</tr>
<tr>
<td>CoNLL$_t$</td>
<td>76.4</td>
<td>75.5</td>
<td>76.0</td>
</tr>
<tr>
<td>ACE</td>
<td>71.5</td>
<td>71.1</td>
<td>71.3</td>
</tr>
<tr>
<td>MUC</td>
<td>65.3</td>
<td>74.0</td>
<td>69.4</td>
</tr>
</tbody>
</table>

Table 4.3: Results of CRF versus SLNN, over continuous space feature representations.

<table>
<thead>
<tr>
<th></th>
<th>CRF$_{\text{discrete}}$</th>
<th>CRF$_{\text{join}}$</th>
<th>SLNN$_{\text{continuous}}$</th>
<th>SLNN$_{\text{join}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoNLL$_d$</td>
<td>90.8</td>
<td>92.4</td>
<td>86.6</td>
<td>91.9</td>
</tr>
<tr>
<td>CoNLL$_t$</td>
<td>85.7</td>
<td>87.7</td>
<td>80.7</td>
<td>87.1</td>
</tr>
<tr>
<td>ACE</td>
<td>77.4</td>
<td>82.2</td>
<td>75.0</td>
<td>81.2</td>
</tr>
<tr>
<td>MUC</td>
<td>73.5</td>
<td>81.1</td>
<td>70.8</td>
<td>79.7</td>
</tr>
</tbody>
</table>

Table 4.4: Results of CRF and SLNN when word embedding is appended to the discrete features. Numbers shown are F$_1$ scores.

non-linear neural nets. This perhaps coincides with the large performance improvements observed from neural nets in handwritten digit recognition datasets as well (Peng et al., 2009; Do and Artieres, 2010), where dimensionality is also relatively low.

4.5.3 Combine Discrete and Distributional Features

When we join word embedding with discrete features, we see further performance improvements, especially in the out-of-domain datasets. The results are shown in Table 4.4.

A similar effect was also observed in Turian et al. (2010). The performance of both the CRF and SLNN increases by similar relative amounts, but the CRF model maintains a lead in overall absolute performance.

It is also worth pointing out that the word embedding used here is not crafted from any specific NER dataset, but built on top of the generic Wikipedia and Reuters data. It is quite impressive how the generic embedding matches the performance of a CRF with tens of thousands of discrete features specifically extracted from in-domain data, especially in the out-of-domain evaluation.
4.5.4 Influence of Edge Cliques

<table>
<thead>
<tr>
<th></th>
<th>CRF none</th>
<th>CRF edge</th>
<th>SLNN none</th>
<th>SLNN edge</th>
</tr>
</thead>
<tbody>
<tr>
<td>CoNLLd</td>
<td>89.1</td>
<td>90.8</td>
<td>87.9</td>
<td>89.5</td>
</tr>
<tr>
<td></td>
<td>72.3</td>
<td>79.7</td>
<td>78.7</td>
<td>86.6</td>
</tr>
<tr>
<td>CoNLLt</td>
<td>82.2</td>
<td>85.7</td>
<td>81.5</td>
<td>83.6</td>
</tr>
<tr>
<td></td>
<td>68.6</td>
<td>76.0</td>
<td>72.6</td>
<td>80.7</td>
</tr>
<tr>
<td>ACE</td>
<td>76.7</td>
<td>77.4</td>
<td>75.8</td>
<td>77.3</td>
</tr>
<tr>
<td></td>
<td>67.4</td>
<td>71.3</td>
<td>71.6</td>
<td>75.0</td>
</tr>
<tr>
<td>MUC</td>
<td>72.8</td>
<td>73.5</td>
<td>72.2</td>
<td>72.6</td>
</tr>
<tr>
<td></td>
<td>62.6</td>
<td>69.4</td>
<td>65.8</td>
<td>70.8</td>
</tr>
</tbody>
</table>

Table 4.5: With or without edge cliques features (none, edge) for CRF and SLNN. $F_1$ scores are shown for both discrete and continuous feature representation.

To understand the influence of edge cliques, we also compared results with edge features removed, which makes the CRF and SLNN equivalent to a logistic regression and a regular Multilayer Perceptron, respectively. Results of the CRF and SLNN models with and without edge features are shown in Table 4.5.

We can see that removing edge features in the discrete feature case resulted in a significant decrease of about 2% in performance in both CRF and SLNN. This degradation is even more severe in the continuous feature case, where a 5-7% decrease was observed. One explanation is related to the insight drawn by Liang et al. (2008) that CRFs exhibit non-linearity in terms of their marginal predictions, through the propagation of information via nearby hidden variables. In this way the use of edge cliques captures more non-linear effects in low-dimensional continuous feature space.

4.6 Summary

We carefully compared and analyzed the non-linear neural networks used in Collobert et al. (2011) and the widely adopted CRF, and revealed their close relationship. Through extensive experiments on NER and Syntactic Chunking, we have shown that non-linear architectures are effective in low dimensional continuous input spaces, but that they are not better
suited for conventional high-dimensional discrete input spaces. Furthermore, both linear and non-linear models benefit greatly from the combination of continuous and discrete features, especially for out-of-domain datasets. This finding confirms earlier results that distributional representations can be used to achieve better generalization. Also, the findings of this chapter helps us to choose to continue using discrete feature-based log-linear models in the bilingual NER experiments in the upcoming chapters.
Chapter 5

Semi-supervised Learning with Bitext

5.1 Introduction

In the previous two chapters, we examined new methods for better regularizing weight training of log-linear models, as well as the implications of the linearity in model architecture under various feature representation schemes. These techniques were presented in the context of improving model training and model properties under a fully supervised setting. At a high level, if we view the NER model as a black-box system, and conceptualize the supervised training data as input signals, the previous two chapters can be thought of as improvements from within the black-box. Another obvious direction to improve the output quality of this whole system is to increase the amount of input training signals. It is well-known that the performance of supervised learners increases when more labeled training examples become available.

The problem is that in most application scenarios, including NER, manually labeled data are extremely limited in quantity and costly to produce. On the other hand, we live in an age of abundance of unannotated data—as regards NLP, there has been an explosion in the amount of freely available web and news texts. Clearly unannotated data does not provide as direct a training signal as the labeled data, but they still contain valuable information that could help guide the learning of the system. A straightforward example of such useful information is word context or word co-occurrence statistics. To illustrate, imagine a simple setting where from the annotated training data, we have observed word
context C occurring quite a few times, and each time the word immediately following C was labeled as a PERSON type entity. Our model may infer that C is a strong predictor for PERSON entities; now suppose at test time, we are predicting the entity type of a phrase A, which has never appeared in our training data, and is not proceeded by C: We may not have a strong clue as to what type is A; but we do have access to a large corpus of unannotated data, and let us assume C and A do appear together very often in this collection of data, even though A is never explicitly marked as a PERSON entity. By leveraging our knowledge about context C, we can inform the model about the high likelihood of phrase A being a PERSON entity, even if we have never directly observed A in supervised training.

A number of semi-supervised techniques have been introduced to tackle this problem, such as bootstrapping (Yarowsky, 1995; Collins and Singer, 1999; Riloff and Jones, 1999), multi-view learning (Blum and Mitchell, 1998; Ganchev et al., 2008) and structural learning (Ando and Zhang, 2005b).

However, most previous semi-supervised work is situated in a monolingual setting where all unannotated data are available only in a single language. In this chapter, we explore another source of unlabeled data for training, but instead of exploiting regularities in a single language, we study the use of bilingual translated parallel text, or bitext for short.

In recent years, a vast amount of bitext has been generated in our increasingly connected multilingual world. Examples include parliamentary proceedings in multilingual nations or regions such as Canada and Hong Kong, legal proceedings from international corporate lawsuits involving companies from different countries, translated bilingual news, and many others.

While such bitexts have primarily been leveraged to train statistical machine translation (SMT) systems, contemporary research has increasingly considered the possibilities of utilizing parallel corpora to improve systems outside of SMT. For example, Yarowsky and Ngai (2001) projects the part-of-speech labels assigned by a supervised model in one language (e.g. English) onto word-aligned parallel text in another language (e.g. Chinese) where less manually annotated data is available. Similar ideas were also employed by Das and Petrov (2011) and Fu et al. (2011). As a result, we can find complementary cues in the two languages that help to disambiguate named entity mentions (Brown et al., 1991). For example, the English word “Jordan” can be either a last name or a country. Without
sufficient context it can be difficult to distinguish the two; however, in Chinese, these two senses are disambiguated: “乔丹” as a last name, and “约旦” as a country name.

A severe limitation of methods employing bilingual projection is that they can only be applied to test scenarios where parallel sentence pairs are available. It is more desirable to improve monolingual system performance, which is more broadly applicable.

In this chapter, we consider a semi-supervised learning scheme using unannotated bitext. For a given language pair (e.g., English-Chinese), we expect one language (e.g. English) to have more annotated training resources than the other (e.g. Chinese), and thus there exists a strong monolingual model (for English) and a weaker model (for Chinese). Since bitext contains translations across the two languages, an aligned sentence pair would exhibit some semantic and syntactic similarities. Thus we can constrain the two models to agree with each other by making joint predictions that are skewed towards the more informed model. In general, errors made in the lower-resource model will be corrected by the higher-resource model, but we also anticipate that these joint predictions will have higher quality for both languages than the output of a monolingual model alone. We can then apply this bilingual annotation method to a large amount of unannotated bitext, and use the resulting annotated data as additional training data to train a new monolingual model with better coverage.1

A core contribution of this chapter is a new factored probabilistic model that chains together two CRF monolingual models with a multi-component cross-lingual factored model based on word alignments. The latter component encourages soft label agreement across the two CRF models, and significantly improves the performance of the weaker of the two.

The challenge in working with this new model is that it is computationally intractable to perform exact inference over it. Therefore, we propose a series of approximate inference

1This training regimen is also referred to as “uptraining” (Petrov et al., 2010).
methods which includes a MCMC sampler, an ILP-formulation, and a dual-decomposition algorithm. We can further improve the quality of bilingual prediction by incorporating an additional model, expanding upon Finkel et al. (2005), that enforces global label consistency for each language, as well as joint inference over NER and word alignment.

Experiments show that our bilingual method yields significant improvements over the state-of-the-art monolingual NER system as well as past methods for bilingual NER.

5.2 Bilingual Factored Model with Constraints

A pair of aligned sentences in two languages contains complementary cues to aid the analysis of each other. For example, in Figure 5.1, it is not immediately obvious whether the phrase “Foreign Affairs” on the English side refers to an organization (Ministry of Foreign Affairs), or general foreign affairs. But the aligned word on the Chinese side is a lot less ambiguous, and can be easily identified as an **ORGANIZATION** entity.

Another example is that in the Chinese training data we have never seen the translation of the name “Kamyao”. As a result, the tagger cannot make use of lexical features, and so has to rely on less informative contextual features to predict if it is a **GPE** (Geo-Political Entity) or a **PERSON**. But we have seen the aligned word on the English side being tagged as **PERSON**, and thus can infer that the Chinese aligned entity should also be a **PERSON**.

It is straightforward to see that accurate word alignment is essential in such an analysis. Fortunately, there are automatic word alignment systems used in MT research that produce robust and accurate alignment results, and our method will use the output of one (Liang et al., 2006).

We present a probabilistic formulation for bilingual NER, and show how it leads to an optimization problem with hard and soft bilingual constraints.

The new probability objective function that we are trying to optimize is the joint probability of label sequences $y^e$ (English) and $y^c$ (Chinese)\(^2\) given input sentences $x^e$ (English)

\(^2\) $y^c$ is also used to denote other foreign languages such as German when English-German language pair is used.
and $x^c$ (Chinese), shown as:

$$P(y^c, y^e|x^c, x^e, A)$$ (5.1)

where $A$ is the set of word alignment pairs.

Through the following derivation by applying Bayes rule, we can derive Eq. 5.4 from Eq. 5.1 as:

$$P(y^c, y^e|x^c, x^e, A) = \frac{P(y^c, y^e, x^c, x^e, A)}{P(x^c, x^e, A)}$$ (5.2)

$$= \frac{P(y^c, x^c, x^e, A)}{P(x^c, x^e, A)} \cdot \frac{P(y^e, x^c, x^e, A) P(x^c, x^e, A)}{P(y^e, x^c, x^e, A) P(x^c, x^e, A)}$$ (5.3)

$$\approx P_{CRF}(y^c|x^c) P_{CRF}(y^e|x^e) \frac{P(y^c, y^e|A)}{P(y^c|A) P(y^e|A)}$$ (5.4)

Eq. (5.3) just simplifies by canceling to give Eq. (5.2). The first two items of Eq. (5.4) come from the first two items of Eq. (5.3), by assuming that the named entity output sequence of one language is only dependent on the input sequence of the language. Alternatively, if we assume that the named entity output sequences of two languages are only dependent on the word alignments between them, then the third item of Eq. (5.3) can be converted into the last item of Eq. (5.4). While these assumptions are not always true (and sometimes conflicting), this suggests that these probability factors can capture the major sources of information for NER tagging of a parallel corpus.

The first two items of Eq. (5.4) are simply the monolingual conditional probabilities modeled by a standard CRF model as shown in Eq. 2.1.

Assuming that the labels are independent between different word alignment pairs, then the last item of Eq. (5.4) can be decomposed into:

$$\frac{P(y^c, y^e|A)}{P(y^c|A) P(y^e|A)} = \prod_{a \in A} \frac{P(y^c_a, y^e_a)}{P(y^c_a) P(y^e_a)}$$ (5.5)

$$= \prod_{a \in A} \lambda_{y^c}^{y^c_a} \lambda_{y^e}^{y^e_a}$$ (5.6)
where \( y^c_a \) and \( y^e_a \) respectively denotes Chinese and English named entity labels in a word alignment pair \( a \).

\[
\lambda^{y^c_y^e} = \frac{P(y^c|y^e)}{P(y^c)P(y^e)}
\]

assigns a probability score to the likelihood that \( y^c \) and \( y^e \) co-occur over a pair of aligned words across the two languages. Another way of interpreting \( \lambda^{y^c_y^e} \) factors is that they enforce a degree of agreement between the label pair—label pairs that are in agreement will be assigned higher scores. We will go into more details of different variants of \( \lambda^{y^c_y^e} \) and the intuition they capture in the next two sub-sections.

### 5.2.1 Hard Agreement Constraints

We first introduce the simplest hard constraints, i.e. each word alignment pair should have the same named entity label. For example, in Figure 5.1, the Chinese word “外交部” was aligned with the English words “Foreign” and “Affair”. Therefore, they should have the same named entity label ORGANIZATION.3 Similarly, “Huaqiu” and “Liu” as well as “刘华秋” were all tagged with the label PERSON.

This constraint can be enforced by simply setting \( \lambda^{y^c_y^e} = 1 \) for all matching \( y^c \) and \( y^e \) pairs (i.e., \( y^c = y^e \)).

This version of constraints is denoted as hard.

### 5.2.2 Soft Agreement Constraints

If we apply hard agreement constraints, any output sequence pairs that disagree on any tag pair will be assigned zero probability. Such a hard constraint is not always satisfied in practice, since annotation standards in different languages can differ. An example is given in Figure 5.2a, where the phrase mention of “development zone” is considered a LOCATION in the Chinese gold-standard, but not in the English gold-standard.

We can soften these constraints by replacing the 1 and 0 value assignments to \( \lambda^{y^c_y^e} \) in hard constraints with a soft probability measure. The value \( \lambda^{y^c_y^e} \) is set to be the pairwise mutual information (PMI) score of the entity label pair \( (y^c, y^e) \). To calculate the PMI score, an annotated bilingual NER corpus is consulted. We count from all word alignment pairs

---

3The prefix B- and I- are ignored.
the number of times $y^c$ and $y^e$ occur together ($C(y^c y^e)$) and separately ($C(y^c)$ and $C(y^e)$). Afterwards, $\lambda_{y^c y^e}$ is calculated with maximum likelihood estimation as follows:

$$\lambda_{y^c y^e} = \frac{P(y^c y^e)}{P(y^c) P(y^e)} = \frac{N \times C(y^c y^e)}{C(y^c) C(y^e)}$$

(5.7)

where $N$ is the total number of word alignment pairs.

However, in this paper, we assume that no manually annotated bilingual corpus is available. Thus, the above method is only used as oracle. A realistic method for calculating the $\lambda_{y^c y^e}$ score requires the use of two initial monolingual NER models, such as baseline CRF, to tag named entity labels for each language on an unannotated bilingual corpus. We count from this automatically tagged corpus the statistics mentioned above. This method is henceforth referred to as auto.

Together we refer to these two versions of soft-agreement as soft-label.

### 5.2.3 Alignment Uncertainty

When we consider the previous two sets of bilingual constraints, we assume the word alignments are given by some off-the-shelf alignment model which outputs a set of “hard” alignments. But inevitably, automatically induced word alignments contain errors, and a wrongly assigned word pair can cause the inclusion of wrong agreement constraints. For example, in Figure 5.2b, the English word “Agency” is wrongly aligned with the Chinese word “电 (report)”, and we should not expect these two words to have the same entity.

In practice, most statistical word alignment models assign a probability to each alignment pair, and “hard” alignments are produced by cutting off alignment pairs that fall below a certain threshold $\theta$. This condition can be regarded as a kind of hard word alignment. However, the following problem exists: the smaller the $\theta$, the noisier the word alignments are; the larger the $\theta$, the more possible word alignments are lost. To ameliorate this problem, we introduce another set of soft bilingual constraints.
To take into account alignment uncertainties, we can re-express Eq. (5.6) as follows:

\[ \prod_{a \in A} \lambda^{y_a y_e} = \prod_{a \in A} (\lambda^{y_a y_e} I_a) \]  

\( I_a = 1 \text{ iff } P_a \geq \theta; \text{ otherwise, } I_a = 0; \) 

\( P_a \) is the posterior alignment probability given by the automatic aligner toolkit, and \( \theta \) is some threshold value set experimentally. In this modification, we are exponentiating the PMI value to the power of the alignment probability. The intuition behind this modification is that pairs with a higher alignment probability will reflect more probability fluctuation when different label assignments are considered.

For example, consider an extreme case where a particular pair of aligned words has alignment probability 0. Then the value of the \( \lambda^{y_a y_e} \) will always be 1 regardless of what tags are assigned to the two words, thus reducing the impact of different choices of tags for this pair in the overall tag sequence assignment.

We name this set of constraints that takes into account alignment uncertainty \textit{soft-align}.
5.3 Approximate Inference

In a monolingual setting, exact inference in a standard linear-chain CRF can be done by applying the Viterbi algorithm to find the most likely output sequence. But when we consider the joint probability of an output sequence pair in a bilingual setting, especially when we apply the aforementioned bilingual constraints, cyclic cliques are introduced into the Markov random field which make exact inference algorithms intractable. We propose three different approximate inference algorithms, and contrast their tradeoffs through empirical experiments in Section 5.4.1. The first method we propose is to formulate the problem as solving a Integer Linear Program (ILP), and apply off-the-shelf ILP solvers for inference. This method has a direct connection with well-understood ILP literature, and performs quite well in terms of accuracy. The drawback is that speed and efficiency can become a serious issue when it is deployed to real-world large datasets. A second method we propose also aims to solve this problem through LP-relaxation. And the algorithm we adopt is called dual decomposition. It has the advantage that it gives strong theoretical guarantees under convergence conditions, and tends to run very fast in practice. The last method is a Gibbs sampling based approach where we draw samples from the joint probability distribution. Like dual decomposition, it is also very fast in practice, and can be very useful when posterior probability estimates are desired for better integration with other up- or down-stream components in a Bayesian inference pipeline (Finkel et al., 2006).

5.3.1 Integer Linear Programming

We will first give a brief review of applying the Integer Linear Programming (ILP) framework for solving the standard monolingual NER problem, then we will introduce a new ILP formulation for bilingual NER tagging.

Monolingual ILP

Recall the BIO tagging scheme for NER that we introduced in Section 2.1. The label B-X (Begin) represents the first word of an named entity of type X, for example, PERSON or LOCATION. The label I-X (Inside) indicates that a word is part of an entity but not first
word; and the label $O$ (Outside) is used for all non-entity words.

In Section 2.4, we explained that the inference problem in a standard linear-chain CRF involves finding the most likely output sequence that maximizes this objective, and is commonly done by the Viterbi algorithm. Roth and Yih (2005) proposed an ILP inference algorithm, which can capture more task-specific and global constraints than the vanilla Viterbi algorithm. But instead of directly solving the shortest-path problem in the ILP formulation, we take the marginal probabilities given by an underlying CRF model, and use ILP to solve the inference problem as a classification problem with constraints. Since the early HMM literature, it has been well known that using the marginal distributions at each position works well, as opposed to Viterbi MAP sequence labeling (Mérialdo, 1994).

We define the classification problem as:

$$
\hat{y} = \arg\max_y P(y|x) = \arg\max_y \prod_i P(y_i|x)
$$

(5.9)

$$
= \arg\max_y \sum_i \log P(y_i|x)
$$

where $P(y_i|x)$ is the marginal probability taken from a underlying CRF model (cf. Eq. 2.1), computed using forward-backward inference.

This classification problem can then be expressed as an ILP:

$$
\max \sum_{i=1}^{\mid x \mid} \sum_{y \in Y} z_{yi} \log P_{yi}
$$

(5.10)

where $Y$ is the set of all possible named entity labels. $P_{yi} = P(y_i = y|x)$ is the CRF marginal probability that the $i^{th}$ word is tagged with a label $y$, and $z_{yi}$ is an indicator that equals to 1 iff the $i^{th}$ word is labeled $y$; otherwise, $z_{yi}$ is equal to 0.

If no constraints are identified, then Eq. (5.10) achieves maximum when all $z_{yi}$ are assigned to 1, which violates the condition that each word should only be assigned a single entity label. We can express this with constraints:

$$
\forall i : \sum_{y \in Y} z_{yi} = 1
$$

(5.11)
After adding the constraints, the probability of the sequence is maximized when each word is assigned the tag with highest probability. However, some invalid results may still exist. For example a label O may be wrongly followed by a label I-X, although a named entity cannot start with the label I-X. Therefore, we can add the following constraints:

\[
\forall i, \forall X : z_{i-1}^{B-X} + z_i^{I-X} - z_i^{I-X} \geq 0
\]  

which specifies that when the \(i^{th}\) word is tagged with I-X \((z_i^{I-X} = 1)\), then the previous word can only be tagged with B-X or I-X \((z_{i-1}^{B-X} + z_i^{I-X} \geq 1)\).

**ILP with Bilingual Constraints**

The objective function for bilingual NER can be expressed as follows:

\[
\max \left| x^c \right| \sum_{i=1}^{\left| x^c \right|} \sum_{y \in Y} z_i^y \log P_i^y + \left| x^e \right| \sum_{j=1}^{\left| x^e \right|} \sum_{y \in Y} z_j^y \log P_j^y
\]

where \(P_i^y\) and \(P_j^y\) are the probabilities of the \(i^{th}\) Chinese word and \(j^{th}\) English word to be tagged with a named entity label \(y\), respectively. \(x^c\) and \(x^e\) are respectively the Chinese and English sentences.

Similar to monolingual constrained NER (Section 5.3.1), monolingual constraints are added for each language as shown in Eqs. (5.14) and (5.15):

\[
\forall i : \sum_{y \in Y} z_i^y = 1; \forall j : \sum_{y \in Y} z_j^y = 1
\]

\[
\forall i, \forall X : z_i^{B-X} + z_i^{I-X} - z_{i+1}^{B-X} \geq 0
\]

\[
\forall j, \forall X : z_j^{B-X} + z_j^{I-X} - z_{j+1}^{B-X} \geq 0
\]

**Hard bilingual constraints** can be added in Eq. (5.16) as:

\[
\forall (i, j), \forall X \in A : z_i^{B-X} + z_i^{I-X} = z_j^{B-X} + z_j^{I-X}
\]

where \(A = \{(i, j)\}\) is the word alignment pair set, i.e. the \(i^{th}\) Chinese word and the \(j^{th}\)
English word were aligned together. Chinese word \( i \) is tagged with a named entity type \( X \) \((z_{i}^{B-X} + z_{i}^{I-X} = 1)\), iff English word \( j \) is tagged with \( X \) \((z_{j}^{B-X} + z_{j}^{I-X} = 1)\). Therefore, these \textit{hard} bilingual constraints guarantee that when two words are aligned, they are tagged with the same named entity label.

To incorporate the \textit{soft-align} constraints, we use ILP to maximize Eq. (5.4). The new objective function is expressed as follow:

\[
\max \sum_{i=1}^{|\mathcal{x}|} \sum_{y \in Y} z_{i}^{y} \log P_{i}^{y} + \sum_{j=1}^{|\mathcal{x}|} \sum_{y \in Y} z_{j}^{y} \log P_{j}^{y} + \sum_{a \in A} \sum_{y_{c} \in Y} \sum_{y_{e} \in Y} z_{a}^{y_{c}y_{e}} \log \lambda_{a}^{y_{c}y_{e}}
\]

(5.17)

where \( z_{a}^{y_{c}y_{e}} \) is an indicator that equals 1 iff the Chinese named entity label is \( y_{c} \) and the English named entity label is \( y_{e} \), given a word alignment pair \( a \); otherwise, \( z_{a}^{y_{c}y_{e}} \) is 0.

In addition, one and only one possible named entity label pair exists for a word alignment pair. This condition can be expressed as the following constraints:

\[
\forall a \in A : \sum_{y_{c} \in Y} \sum_{y_{e} \in Y} z_{a}^{y_{c}y_{e}} = 1
\]

(5.18)

When the label pair of a word alignment pair is determined, the corresponding monolingual named entity labels can also be identified. This rule can be expressed by the following constraints:

\[
\forall a = (i,j) \in A : z_{a}^{y_{c}y_{e}} \leq z_{i}^{y_{c}}, z_{a}^{y_{c}y_{e}} \leq z_{j}^{y_{e}}
\]

(5.19)

Thus, if \( z_{a}^{y_{c}y_{e}} = 1 \), then \( z_{i}^{y_{c}} \) and \( z_{j}^{y_{e}} \) must be both equal to 1. Here, the \( i^{th} \) Chinese word and the \( j^{th} \) English word are aligned together.

Similarly, we can also express the \textit{soft-align} constraints like above. The change in the agreement factor calculation from \textit{soft-label} to \textit{soft-align} does not affect the ILP formulation.
ILP Results

We conduct NER experiments using the experimental setup described in Section 2.5.2. The main results on Chinese and English test sets with the optimal word alignment threshold for each method are shown in Table 5.1.

The performance of ILP with only monolingual constraints is quite comparable with the CRF results, especially on the English side. The greater ILP performance on English is probably due to more accurate marginal probabilities estimated by the English CRF model.

The ILP model with hard bilingual constraints gives a slight performance improvement on Chinese, but affects performance negatively on English. Once we introduced labeling uncertainties into the soft-label bilingual constraints, we see a very significant ($p < 0.01$) performance boost on Chinese. This method also improves the recall on the English, with a smaller decrease in precision. Overall, it improves the English $F_1$ score by about 0.62%, which is unfortunately not statistically significant.

Compared with soft-label, the final soft-align method can further improve performance on both Chinese and English. This is likely to be because: 1) soft-align includes more word alignment pairs, thereby improving recall; and 2) uses probabilities to cut wrong word alignments, thereby improving precision. In particular, the gain on the Chinese side is almost 5.8% in absolute $F_1$ score.

Threshold Tuning  During development, we tuned the word alignment probability thresholds to find the best value. Figure 5.3 shows the performance curves.
Figure 5.3: ILP alignment probability threshold tuning results.
When the word alignment probability threshold $\theta$ is set to 0.9, the hard bilingual constraints perform quite well for both Chinese and English. But as the thresholds value gets smaller, and more noisy word alignments are introduced, we see the hard bilingual constraints method starts to perform badly.

In soft-label setting, where inconsistent label assignments within aligned word pairs are allowed but penalized, different languages have different optimal threshold values. For example, Chinese has an optimal threshold of 0.7, whereas English has 0.2. Thus, the optimal thresholds for different languages need to be selected with care when soft-label is applied in practice. soft-align eliminates the need for careful tuning of word alignment thresholds, and therefore can be more easily used in practice. Experimental results of soft-align confirms our hypothesis – the performance of both Chinese and English NER systems improves with decreasing threshold. However, we can still improve efficiency by setting a low threshold to prune away very unlikely word alignments. We set the threshold to 0.1 for soft-align to increase speed, and we observed very minimal performance lost when doing so.

We also found that automatically estimated bilingual label PMI scores (Auto) gave comparable results to Oracle. Therefore this technique is effective for computing the PMI scores, avoiding the need of manually annotated data.

### 5.3.2 Dual Decomposition

The standard procedure to solve the ILP formulation we introduced in the previous sub-section is to apply an off-the-shelf ILP solver. But general-purpose ILP solvers are usually not very efficient and cannot easily be optimized for our specific application due to proprietary nature. In this sub-section, we introduce another method for solving the ILP, called dual decomposition (Komodakis et al., 2007; Rush et al., 2010). At a very high level, dual decomposition method takes a ILP problem that is hard to decode in its original form, and takes the Lagrangian Relaxation of the ILP, and decomposes the dual of the relaxed objective into multiple sub-problems that can be decoded independently, subject to a set of linear constraints that enforces a form of agreement between the sub-problems. The algorithm then iteratively solves the joint objective by decoding each sub-problem separately.
subject to the current constraints, and update constraints based on agreement status of the
decoded output from each sub-problem.

Recall the standard definition of a linear-chain CRF (cf. Eq. 2.1) is:

\[
P_{CRF}(y|x; \theta) = \frac{\prod_{i=1}^{\vert x \vert} \Phi(x, y_i, y_{i-1}; \theta)}{Z(x; \theta)}
\]

where \( \Phi(x, y_i, y_{i-1}; \theta) \) is the clique potential at position \( i \), and \( Z(x; \theta) \) is the partition
function for input sequence \( x \). We let \( k(y^e) \) be the un-normalized log-probability of an
English CRF model \( P_{CRF^e}(y^e|x^e) \) for English input sentence \( x^e \), defined as:

\[
k(y^e) = \log \left( \prod_{i=1}^{\vert x^e \vert} \Phi(x^e, y^e_i, y^e_{i-1}; \theta) \right)
\]

Similarly, we define model \( P_{CRF^c}(y^c|x^c) \) and un-normalized log-probability \( l(y^c) \) for Chi-
nese.

We also assume that a set of word alignments \( A = \{(i, j) : e_i \leftrightarrow c_j\} \) is given by a
word aligner and remain fixed in our model.

For clarity, we assume \( y^e \) and \( y^c \) are binary variables in the description of our algo-
rithms. The extension to the multi-class case is straight-forward and does not affect the
core algorithms.
**Hard Agreement**

We first consider a bilingual NER model subject to hard agreement constraints (cf. Section 5.2.1) over entity labels of aligned word pairs, and call this model B1-NER. At inference time, we solve the following optimization problem:

\[
\max_{y^e, y^c} \log (P_{CRF_e}(y^e)) + \log (P_{CRF_c}(y^c))
\]

\[
= \max_{y^e, y^c} k(y^e) + l(y^c) - \log Z_e(x^e) - \log Z_c(x^c)
\]

\[
\simeq \max_{y^e, y^c} k(y^e) + l(y^c)
\]

\[
\ni.e., y_i^e = y_j^c \forall (i, j) \in A
\]

We dropped the \(\log Z_e(x^e)\) and \(\log Z_c(x^c)\) terms because they remain constant at inference time.

The Lagrangian relaxation of this term is:

\[
L(y^e, y^c, U) = k(y^e) + l(y^c) + \sum_{(i,j) \in A} u(i,j) (y_i^e - y_j^c)
\]

where \(u(i, j)\) are the Lagrangian multipliers.

Instead of solving the Lagrangian directly, we can form the dual of this problem and solve it using dual decomposition (Rush et al., 2010):

\[
\min_U \left( \max_{y^e} \left[ k(y^e) + \sum_{(i,j) \in A} u(i,j) y_i^e \right] + \max_{y^c} \left[ l(y^c) - \sum_{(i,j) \in A} u(i,j) y_j^c \right] \right)
\]

We solve this dual decomposition problem by iteratively updating the sub-gradient as depicted in Algorithm 1. In each iteration, we first decode the two \(\text{argmax}\) sub-problems separately with respect to the current set of constraints. Then we check the label assignments agreements from the two sub-problems’ solutions; if the label assignments at all positions agree, we return the current decoded sequences and declare victory; but if the label assignments over a pair of words linked by an alignment link do not agree, we update the accumulative penalties (of opposite signs) at the two positions across the language pair.
$T$ is the maximum number of iterations before early stopping, and $\alpha_t$ is the learning rate at time $t$. We adopt a learning rate update rule from Koo et al. (2010) where $\alpha_t$ is defined as $\frac{1}{N}$, where $N$ is the number of times we observed a consecutive dual value increase from iteration 1 to $t$.

Rush and Collins (2012) gives a full tutorial on dual decompositions and showed more examples where dual decomposition applies to NLP problems, such as high-order dependency parsing, machine translation decoding and POS tagging with inter-sentential consistency. In Section 5.3.3, we present another technique based on MCMC sampling that also models inter-sentential consistency, specifically for NER problems.

**Algorithm 1** Dual decomposition inference algorithm for hard agreement model.

∀$(i,j) \in A : u(i,j) = 0$

for $t \leftarrow 1$ to $T$ do

$y^e_\ast \leftarrow \text{argmax } k(y^e) + \sum_{(i,j) \in A} u(i,j)y^e_i$

$y^c_\ast \leftarrow \text{argmax } l(y^c) - \sum_{(i,j) \in A} u(i,j)y^c_j$

if $\forall (i,j) \in A : y^e_{\ast i} = y^c_{\ast j}$ then

return $(y^e_\ast, y^c_\ast)$

end if

for all $(i,j) \in A$ do

$u(i,j) \leftarrow u(i,j) + \alpha_t (y^c_{\ast j} - y^e_{\ast i})$

end for

end for

return $(y^e_{(T)}; y^c_{(T)})$

---

**Soft Agreement**

As we discussed in Section 5.2.3, the hard agreement model rests on the core assumption that aligned words must have identical entity tags, which does not always hold in reality. In order to model alignment uncertainty, we extend the two previously independent CRF models into a larger undirected graphical model, by introducing a cross-lingual edge factor $\phi(i,j)$ for every pair of word positions $(i,j) \in A$. We associate a clique potential function
$h_{(i,j)}(y^e_i, y^c_j)$ for $\phi(i, j)$:

$$h_{(i,j)}(y^e_i, y^c_j) = \text{PMI}(y^e_i, y^c_j)^{\hat{P}(e_i, c_j)}$$

where $\text{PMI}(y^e_i, y^c_j)$ is the point-wise mutual information (PMI) of the tag pair, and we raise it to the power of a posterior alignment probability $\hat{P}(e_i, c_j)$. For a pair of named entities that are aligned with low probability, we cannot be too sure about the association of the two named entities, therefore the model should not impose too much influence from the bilingual agreement model; instead, we will let the monolingual named entity models make their decisions, and trust that those are the best estimates we can come up with when we do not have much confidence in their bilingual association. The use of the posterior alignment probability facilitates this purpose.

Initially, each of the cross-lingual edge factors will attempt to assign a pair of tags that has the highest PMI score, but if the monolingual taggers do not agree, a penalty will start accumulating over this pair, until some other pair that agrees better with the monolingual models takes the top spot. Simultaneously, the monolingual models will also be encouraged to agree with the cross-lingual edge factors. This way, the various components effectively trade penalties indirectly through the cross-lingual edges, until a tag sequence that maximizes the joint probability is achieved.

Since we assume no bilingually annotated NER corpus is available, in order to get an estimate of the PMI scores, we first tag a collection of unannotated bilingual sentence pairs using the monolingual CRF taggers, and collect counts of aligned entity pairs from this auto-generated tagged data.

Each of the $\phi(i, j)$ edge factors (e.g., the edge between node $c_3$ and $e_4$ in Figure 5.1) overlaps with each of the two CRF models over one vertex (e.g., $c_3$ on Chinese side and $e_4$ on English side), and we seek agreement with the Chinese CRF model over tag assignment of $c_j$, and similarly for $e_i$ on English side. In other words, no direct agreement between the two CRF models is enforced, but they both need to agree with the bilingual edge factors.
The updated optimization problem becomes:

$$\max_{y_e^{(k)}, y_c^{(l)}, y_e^{(h)}, y_c^{(h)}} k\left(y_e^{(k)}\right) + l\left(y_c^{(l)}\right) + \sum_{(i,j) \in A} h_{(i,j)}\left(y_i^{(h)}, y_j^{(h)}\right)$$

such that $\forall(i, j) \in A: \left(y_i^{(k)} = y_i^{(h)}\right) \land \left(y_j^{(l)} = y_j^{(h)}\right)$

where the notation $y_i^{(k)}$ denotes tag assignment to word $e_i$ by the English CRF and $y_i^{(h)}$ denotes assignment to word $e_i$ by the bilingual factor; $y_j^{(l)}$ denotes the tag assignment to word $c_j$ by the Chinese CRF and $y_j^{(h)}$ denotes assignment to word $c_j$ by the bilingual factor.

The updated dual decomposition algorithm is illustrated in Algorithm 2. We introduce two separate sets of dual constraints $w^e$ and $w^c$, which range over the set of vertices on their respective half of the graph. Decoding the edge factor model $h_{(i,j)}(y_i^{(e)}, y_j^{(c)})$ simply involves finding the pair of tag assignments that gives the highest PMI score, subject to the dual constraints.

The way dual decomposition algorithms work in decomposing undirected graphical models is analogous to other message passing algorithms such as loopy belief propagation, but dual decomposition gives a stronger optimality guarantee upon convergence (Rush et al., 2010).

**Joint Alignment and NER Decoding**

In this section we develop an extended model in which NER information can in turn be used to improve alignment accuracy. Although we have seen more than a handful of recent papers that apply the dual decomposition method for joint inference problems, all of the past work deals with cases where the various model components have the same inference output space (e.g., dependency parsing (Koo et al., 2010), POS tagging (Rush et al., 2012), etc.). In our case the output space is the much more complex joint alignment and NER tagging space. We propose a novel dual decomposition variant for performing inference over this joint space.

Most commonly used alignment models, such as the IBM models and HMM-based aligner are unsupervised learners, and can only capture simple distortion features and lexical translational features due to the high complexity of the structure prediction space. On
Algorithm 2 Dual decomposition inference algorithm for soft agreement model.

for $t \leftarrow 1$ to $T$ do

\[ y^{e(k)*} \leftarrow \operatorname{argmax} f\left(y^{(k)}\right) + \sum_{i \in |e|} w_i^e y^{(k)}_i \]

\[ y^{c(l)*} \leftarrow \operatorname{argmax} g\left(y^{(l)}\right) + \sum_{i \in |c|} w_j^c y^{(l)}_j \]

for all $(i, j) \in A$ do

\[ (y^{e(h)*}_i, y^{e(h)*}_j) \leftarrow \operatorname{argmax} h_{i,j}(y^{(q)}_i, y^{(q)}_j) - w_i^e y^{(k)}_i - w_j^c y^{(k)}_j \]
end for

Converged = $(y^{(k)} = y^{(q)} \land y^{(l)} = y^{(q)})$

if Converged = $true$, then

return $(y^{e(k)*}, y^{c(l)*})$
else

for all $i \in |e|$ do

\[ w_i^e \leftarrow w_i^e + \alpha_t \left(y^{(q)}_i - y^{(k)}_i\right) \]
end for

for all $j \in |c|$ do

\[ w_j^c \leftarrow w_j^c + \alpha_t \left(y^{(q)}_j - y^{(l)}_j\right) \]
end for
end if

end for

return $(y^{e(k)*}_{(T)}, y^{c(l)*}_{(T)})$
the other hand, the CRF-based NER models are trained on manually annotated data, and admit richer sequence and lexical features. The entity label predictions made by the NER model can potentially be leveraged to correct alignment mistakes. For example, in Figure 5.1, if the tagger knows that the word “Agency” is tagged I-ORG, and if it also knows that the first comma in the Chinese sentence is not part of any entity, then we can infer it is very unlikely that there exists an alignment link between “Agency” and the comma.

To capture this intuition, we extend the B1-NER model to jointly perform word alignment and NER decoding, and call the resulting model B1-NER-WA. As a first step, instead of taking the output from an aligner as fixed input, we incorporate two uni-directional aligners into our model. We name the Chinese-to-English aligner model as $m(B^e)$ and the reverse directional model $n(B^e)$. $B^e$ is a matrix that holds the output of the Chinese-to-English aligner. Each $b^e(i, j)$ binary variable in $B^e$ indicates whether $c_j$ is aligned to $e_i$; similarly we define output matrix $B^c$ and $b^c(i, j)$ for Chinese. In our experiments, we used two HMM-based alignment models. But in principle we can adopt any alignment model as long as we can perform efficient inference over it.

We introduce a cross-lingual edge factor $\zeta(i, j)$ in the undirected graphical model for every pair of word indices $(i, j)$, which predicts a binary variable $a(i, j)$ for an alignment link between $e_i$ and $c_j$. The edge factor also predicts the entity tags for $e_i$ and $c_j$.

The new edge potential $q$ is defined as:

$$q(i, j) (y^e_i, y^c_j, a(i, j)) = \log(P(a(i, j) = 1)) + S(y^e_i, y^c_j | a(i, j))^{P(a(i, j)=1)}$$

$$S(y^e_i, y^c_j | a(i, j)) = \begin{cases} 
\text{pmi}(y^e_i, y^c_j), & \text{if } a(i, j) = 1 \\
0, & \text{else}
\end{cases}$$

$P(a(i, j) = 1)$ is the alignment probability assigned by the bilingual edge factor between node $e_i$ and $c_j$. We initialize this value to $\hat{P}(e_i, c_j) = \frac{1}{2}(P_m(e_i, c_j) + P_n(e_i, c_j))$, where $P_m(e_i, c_j)$ and $P_n(e_i, c_j)$ are the posterior probabilities assigned by the HMM-aligners.
Algorithm 3 Dual decomposition inference algorithm for joint alignment and NER model.

\[ S \leftarrow \{(i, j) : \forall i \in |e|, \forall j \in |c|\} \]

for \( t \leftarrow 1 \) to \( T \) do

\[ y^{(k)*}_e \leftarrow \arg \max f \left( y^{(k)}_e \right) + \sum_{i \in |e|} w_i^e y^{(k)}_i \]

\[ y^{(l)*}_c \leftarrow \arg \max g \left( y^{(l)}_c \right) + \sum_{i \in |c|} w_j^c y^{(l)}_j \]

\[ B^{ex} \leftarrow \arg \max m (B^e) + \sum_{(i,j)} d^e(i,j)b^e(i,j) \]

\[ B^{cx} \leftarrow \arg \max n (B^c) + \sum_{(i,j)} d^c(i,j)b^c(i,j) \]

for all \((i, j) \in S \) do

\[ (y^{(q)*}_{i}, y^{(q)*}_{j}, a(i,j)) \leftarrow \arg \max q(i,j) (y^{(q)*}_{i}, y^{(q)*}_{j}, a(i,j)) \]

\[-w_i^e y^{(q)*}_i - w_j^c y^{(q)*}_j - d^e(i,j)a(i,j) - d^c(i,j)a(i,j) \]

end for

Converged = \( B^e = A = B^c \wedge y^{(e)} = y^{(e)} \wedge y^{(c)} = y^{(c)} \)

if Converged = true, then

return \((y^{(k)*}_e, y^{(l)*}_c, A)\)

else

for all \((i, j) \in S \) do

\[ d^e(i,j) \leftarrow d^e(i,j) + \alpha_t (a^*(i,j) - b^{ex}(i,j)) \]

\[ d^c(i,j) \leftarrow d^c(i,j) + \alpha_t (a^*(i,j) - b^{cx}(i,j)) \]

end for

for all \((i, j) \in S \) do

\[ w_i^e \leftarrow w_i^e + \alpha_t (y^{(q)*}_{i} - y^{(k)*}_{i}) \]

\[ w_j^c \leftarrow w_j^c + \alpha_t (y^{(q)*}_{j} - y^{(l)*}_{j}) \]

end for

end if

end for

return \((y^{(k)*}_{(T)}, y^{(l)*}_{(T)}, A_{(T)})\)
The joint optimization problem is defined as:

$$\max_{y^k, y^{l}, y^{h}, B, B, A} k(y^e(k)) + l(y^{c(l)}) + m(B^e) + n(B^c) + \sum_{(i \in |e|, j \in |c|)} q(i, j)(y^h_i, y^h_j, a(i, j))$$

$$\ni \forall (i, j): (b^e(i, j) = a(i, j)) \land (b^c(i, j) = a(i, j))$$

$$\land$$ if $$a(i, j) = 1$$ then $$(y^e_i = y^e_h) \land (y^{c(l)}_j = y^{c(h)}_j)$$

We include two dual constraints $d^e(i, j)$ and $d^c(i, j)$ over alignments for every bilingual edge factor $\zeta(i, j)$, which are applied to the English and Chinese sides of the alignment space, respectively.

The dual decomposition algorithm used for this model is given in Algorithm 3. One special note is that after each iteration when we consider updates to the dual constraint for entity tags, we only check tag agreements for cross-lingual edge factors that have an alignment assignment value of 1. In other words, cross-lingual edges that are not aligned do not affect bilingual NER tagging.

Similar to $\phi(i, j)$, $\zeta(i, j)$ factors do not provide that much additional information other than some selectional preferences via PMI score. But the real power of these cross-language edge cliques is that they act as a liaison between the NER and alignment models on each language side, and encourage these models to indirectly agree with each other by having them all agree with the edge cliques.

It is also worth noting that since we decode the alignment models with Viterbi inference, additional constraints such as the neighborhood constraint proposed by DeNero and Macherey (2011) can be easily integrated into our model. The neighborhood constraint enforces that if $c_j$ is aligned to $e_i$, then $c_j$ can only be aligned to $e_{i+1}$ or $e_{i-1}$ (with a small penalty), but not any other word position. We report results of adding neighborhood constraints to our model in the next section.
Table 5.2: Dual decomposition results on bilingual parallel test set.

### Dual Decomposition Results

The main results on bilingual NER over the test portion of full-set are shown in Table 5.2. The algorithms are run for 1000 iterations and terminated if not converged. The decoded sequence of the last iteration is taken as final output. Best numbers on each measure that are statistically significantly better than the monolingual baseline and Burkett et al. (2010b) are highlighted in bold. We initially experimented with the hard agreement model, but it performs quite poorly for reasons we discussed in Section 5.2.2. The Bi-NER model with soft agreement constraints, however, significantly outperforms all baselines, including the ILP method from Section 5.3.1. In particular, it achieves an absolute $F_1$ improvement of 6.7% in Chinese and 2.1% in English over the CRF monolingual baselines.

### Hyper Parameter Tuning

A well-known issue with the dual decomposition method is that when the model does not necessarily converge, then the procedure can be very sensitive to hyper-parameters such as initial step size and early termination criteria. If a model only gives good performance with well-tuned hyper-parameters, then we must have manually annotated data for tuning, which would significantly reduce the application and portability of this method to other language pairs and tasks. To evaluate the parameter sensitivity of our model, we run the model from 50 to 3000 iterations before early stopping, and with 6 different initial step sizes from 0.01 to 1. The results are shown in Figure 5.4. The numbers are obtained on the dev dataset, as a function of step size ($x$-axis) and maximum number of iterations before early stopping ($y$-axis). The soft agreement model does not seem to be sensitive to initial step size and almost always converges to a superior solution than the baseline.
Alignment Experiment Setup

For alignment experiments, we train two uni-directional HMM models as our baseline and monolingual alignment models. The parameters of the HMM were initialized by IBM Model 1 using the agreement-based EM training algorithms from Liang et al. (2006). Each model is trained for 2 iterations over a parallel corpus of 12 million English words and Chinese words, almost twice as much data as used in previous work that yields state-of-the-art unsupervised alignment results (DeNero and Klein, 2008; Haghighi et al., 2009; DeNero and Macherey, 2011).

Word alignment evaluation is done over the sections of OntoNotes that have matching
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Table 5.3: Joint alignment and NER test results. +NC means incorporating additional neighbor constraints from DeNero and Macherey (2011) to the model. The best number in each column is highlighted in bold.

Table 5.3: Joint alignment and NER test results. +NC means incorporating additional neighbor constraints from DeNero and Macherey (2011) to the model. The best number in each column is highlighted in bold.

gold-standard word alignment annotations from GALE Y1Q4 dataset. This subset contains 288 documents and 3,391 sentence pairs. We will refer to this subset as wa-subset. This evaluation set is over 20 times larger than the 150 sentences set used in most past evaluations (DeNero and Klein, 2008; Haghighi et al., 2009; DeNero and Macherey, 2011).

Alignments input to the Bi-NER model are produced by thresholding the averaged posterior probability at 0.5. In joint NER and alignment experiments, instead of posterior thresholding, we take the direct intersection of the Viterbi-best alignment of the two directional models. We report the standard P, R, F$_1$ and Alignment Error Rate (AER) measures for alignment experiments.

**Joint NER and Alignment Results**

We present results for the model that jointly performs word alignment and NER decoding (Bi-NER-WA, cf. p.84) in Table 5.3. +NC means incorporating additional neighbor constraints from DeNero and Macherey (2011) to the model. The best number in each column is highlighted in bold.

By jointly decoding NER with word alignment, our model not only maintains significant improvements in NER performance, but also yields significant improvements to alignment performance. Joint decoding with NER alone yields a 10.8% error reduction in AER over the baseline HMM-aligners, and also gives improvement over Bi-NER in NER. Adding additional neighborhood constraints gives a further 6% error reduction in AER, at the cost of a small loss in Chinese NER.

---

^4LDC Catalogue No. LDC2006E86.
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Error Analysis and Discussion

We can examine the example in Figure 5.5 to gain an understanding of the model’s performance. In this example, a snippet of a longer sentence pair is shown with NER and word alignment results. Gold dotted alignment links are the oracle, crimson dashed links are alignments from HMM baseline, and green solid links are outputs of our model. Entity tags in gold are the gold-standard tags; in crimson are baseline output, and in green are output from our model.

The monolingual Chinese tagger provides a strong cue that word $f_6$ is a person name because the unique 4-character word pattern is commonly associated with foreign names in Chinese, and also the word is immediately preceded by the word “president”. The English monolingual tagger, however, confuses the aligned word $e_0$ with a GPE.

Our bilingual NER model is able to correct this error as expected. Similarly, the bilingual model corrects the error over $e_{11}$. However, the model also propagates labeling errors from the English side over the entity “Tibet Autonomous Region” to the Chinese side. Nevertheless, the resulting Chinese tags are arguably more useful than the original tags assigned by the baseline model.

In terms of word alignment, the HMM models failed badly on this example because of the long distance swapping phenomena. The two unidirectional HMMs also have strong disagreements over the alignments, and the resulting baseline aligner output only recovers two links. If we were to take this alignment as fixed input, most likely we would not be able to recover the error over $e_{11}$, but the joint decoding method successfully recovered 4
more links, and indirectly resulted in the NER tagging improvement discussed above.

### 5.3.3 Gibbs Sampling

Markov Chain Monte Carlo (MCMC) methods offer yet another simple and elegant solution for approximate inference by constructing a Markov chain whose stationary distribution is the target distribution. We adopt a specific MCMC sampling method called Gibbs sampling (Geman and Geman, 1984).

We define a Markov chain over output sequences by observing a simple transition rule: from a current sequence assignment at time $t-1$, we can transition into the next sequence at time $t$ by changing the label at any position $i$. And the distribution over these transitions is defined as:

$$P(y^t | y^{t-1}) = P(y^t_{i} | y^{t-1}_{-i}, x)$$

(5.21)

where $y^{t-1}_{-i}$ is the set of all labels except $y_{i}$ at time $t-1$.

To apply the bilingual constraints during decoding, we formulate a new *factored* model by combining the two monolingual CRF models (one for each language) with the bilingual constraint model via a simple product.\(^5\) The resulting model is of the following form:

$$P(y^c, y^e | x^c, x^e) = P_{CRF}(y^c | x^c) P_{CRF}(y^e | x^e) P_{bi}(y^c, y^e)$$

(5.22)

Obtaining the state transition model $P(y^c_i | y^{t-1}_{i-1}, x)$ for the monolingual CRF models is straight-forward. In the case of a first order linear-chain CRF, the Markov blanket is the neighboring two cliques. Given the Markov blanket of state $i$, the label at position $i$ is independent of all other states. Thus we can compute the transition model simply by normalizing the product of the neighboring clique potentials. Finkel et al. (2005) gave a more detailed account of how to compute this quantity.

The transition probability of label $y^c_i$ in the bilingual constraint model is defined as (*cf.*

---

\(^5\)This model double-counts the state sequence conditioned on a given observation, and therefore is likely deficient. However, we do not find this to be a problem in practice.
At decoding time, we walk the Markov chain by taking samples at each step. We start from some random assignment of the label sequence, and at each step we randomly sample a new value for \( y_i \) at a randomly chosen position \( i \). After a fixed number of steps, we output a complete sequence as our final solution. In practice, MCMC sampling could be quite slow and inefficient, especially when the input sentence is long. To speed up the sampling process, we initialize the state sequence from the best sequences found by Viterbi decoding using only the monolingual models.

A bigger problem with vanilla Gibbs sampling is that the random samples we draw do not necessarily give us the most likely state sequence, as given by Viterbi in the exact inference case. One way to tackle this problem is to borrow the simulated annealing technique from optimization research (Kirkpatrick et al., 1983). We redefine the transition probability in Eq. 5.21 as:

\[
P(y^t | y^{t-1}) = \frac{P(y^t | y^{t-1}, x)^{1/c_t}}{\sum_j P(y^t_j | y^{t-1}_j, x)^{1/c_t}} \tag{5.23}
\]

where \( c = \{c_0 \ldots c_T\} \) is the schedule of annealing “temperature,” with \( 0 \leq c_i \leq 1 \). The distribution becomes sharper as the value of \( c_i \) move towards 0. In our experiments we adopted a linear cooling schedule, where \( c_0 = 1 \), and \( c_{t+1} = c_t - 1/T \). This technique has been shown to be effective by Finkel et al. (2005).

**Speeding Up Sampling**

Sampling based approaches often suffer from the problem of speed and accuracy trade-off—taking more samples will converge to higher probabilities and thus improve model performance (as illustrated in Figure 5.6), but the more samples we draw the more time it takes. We employ a number of strategies to improve the efficiency of the sampling process.
Parallel Sampling In a standard Gibbs sampling algorithm, we sequentially sample word labels in a sentence by picking one word position at a time. An avenue for improvement of efficiency is to explore parallelization strategies. Although naive parallelization strategies that sample multiple arbitrary word positions in parallel and mix the results tend to work reasonably well in practice, it does not guarantee the convergence of the Gibbs sampler to its stationary distribution (Gonzalez et al., 2011) since the conditional probabilities at each position are not necessarily independent. Gonzalez et al. (2011) proposed a more theoretically-sound parallelization strategy known as chromatic sampling. The basic idea is that we can first partition the graph (linear-chain in our case) into conditionally independent sub-graphs using a graph-coloring algorithm (such as the Welsh-Powell algorithm (Welsh and Powell, 1967)), then draw from nodes in each sub-graph in parallel. Since the Welsh-Powell algorithm is a greedy algorithm, a chromatic sampling strategy gives us a convergence guarantee at a negligible additional runtime cost. In our experiments, 92% of the examples are 4-colorable, and the rest are 5-colorable. Employing chromatic sampling with 16 parallel threads gives us a 14.2 times speedup.\footnote{The speedup is shy of 16 times due to computational overhead in multi-threading.}
CHAPTER 5. SEMI-SUPERVISED LEARNING WITH BITEXT

Table 5.4: Speed and accuracy trade-off on the dev set using the position selection heuristic.

<table>
<thead>
<tr>
<th>$K$</th>
<th>Chinese P</th>
<th>R</th>
<th>F₁</th>
<th>English P</th>
<th>R</th>
<th>F₁</th>
<th>Speed (second/doc)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>79.60</td>
<td>67.08</td>
<td>72.80</td>
<td>80.75</td>
<td>73.70</td>
<td>77.06</td>
<td>1.64</td>
</tr>
<tr>
<td>200</td>
<td>79.76</td>
<td>67.18</td>
<td>72.93</td>
<td>80.78</td>
<td>73.74</td>
<td>77.10</td>
<td>2.85</td>
</tr>
<tr>
<td>300</td>
<td>79.70</td>
<td>67.15</td>
<td>72.89</td>
<td>80.79</td>
<td>73.75</td>
<td>77.11</td>
<td>3.82</td>
</tr>
<tr>
<td>400</td>
<td>79.84</td>
<td>67.33</td>
<td>73.05</td>
<td>80.75</td>
<td>73.70</td>
<td>77.06</td>
<td>4.98</td>
</tr>
<tr>
<td>500</td>
<td>79.93</td>
<td>67.31</td>
<td>73.08</td>
<td>80.78</td>
<td>73.80</td>
<td>77.13</td>
<td>5.99</td>
</tr>
</tbody>
</table>

Position Selection  The sampling process can be described in two steps: firstly we sample a position in the sentence, and secondly we sample a new label at the chosen position. One observation for the task of NER is that most words in a sentence are not entities, and those word positions tend to have very sharp local distributions and are not likely to have a label change within a small number of samples. Therefore, we devise a simple yet effective heuristic to take advantage of this observation. We monitor the word positions that are sampled in the first $K$ iterations, and keep track of positions that have had a label change; then after $K$ iteration, we only sample from word positions that have had a label change. This heuristic will encourage the sampler to explore higher likelihood states of word positions with more uncertainties. Table 5.4 lists the speed and accuracy tradeoff using this strategy. We can see that generally speaking, the larger the $K$, the higher the accuracy (with the exception of Chinese at $K = 300$ and English at $K = 400$). The amount of time it takes to process each document scales linearly with value $K$.

Gibbs Sampling Results

The main results on Chinese and English test sets are shown in Table 5.5. We take 1000 samples in the final experiments. The best F₁ scores in each column that are statistically significantly better than the CRF baseline is highlighted in bold. The first row (CRF) shows the baseline monolingual model performance. As we can see, the performance on Chinese is much lower than on English. This is partially attributed to the fact that the Chinese NER tagger was trained on less than half as much data, but it is also because NER in Chinese is a harder problem (e.g., there are no capitalization features in Chinese, which is a very strong
TABLE 5.5: Gibbs sampling results on bilingual parallel test set. \( F_1 \) scores that are statistically significantly better than the CRF baseline is highlighted in bold. \(+aP\) means the model with alignment uncertainty, same as soft-align in Table 5.1.

<table>
<thead>
<tr>
<th></th>
<th>Chinese</th>
<th></th>
<th></th>
<th>English</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>( F_1 )</td>
<td>P</td>
<td>R</td>
<td>( F_1 )</td>
</tr>
<tr>
<td>CRF</td>
<td>76.89</td>
<td>61.64</td>
<td>68.42</td>
<td>81.98</td>
<td>74.59</td>
<td>78.11</td>
</tr>
<tr>
<td>Burkett</td>
<td>77.52</td>
<td>65.84</td>
<td>71.20</td>
<td>82.28</td>
<td>76.64</td>
<td>79.36</td>
</tr>
<tr>
<td>ILP</td>
<td>77.56</td>
<td>71.10</td>
<td>74.19</td>
<td>80.93</td>
<td>76.65</td>
<td>78.73</td>
</tr>
<tr>
<td>DualDecomp</td>
<td>79.14</td>
<td>71.55</td>
<td>75.15</td>
<td>82.58</td>
<td>77.96</td>
<td>80.20</td>
</tr>
<tr>
<td>hard</td>
<td>76.19</td>
<td>64.47</td>
<td>69.84</td>
<td>82.13</td>
<td>72.85</td>
<td>77.21</td>
</tr>
<tr>
<td>manual</td>
<td>80.02</td>
<td>65.85</td>
<td>72.24</td>
<td>82.87</td>
<td>74.56</td>
<td>78.50</td>
</tr>
<tr>
<td>auto</td>
<td>78.53</td>
<td>66.90</td>
<td>72.25</td>
<td>82.11</td>
<td>75.40</td>
<td>78.62</td>
</tr>
<tr>
<td>auto+aP</td>
<td>79.17</td>
<td>68.46</td>
<td>73.43</td>
<td>82.05</td>
<td>75.56</td>
<td>78.67</td>
</tr>
</tbody>
</table>

Table 5.5: Gibbs sampling results on bilingual parallel test set. \( F_1 \) scores that are statistically significantly better than the CRF baseline is highlighted in bold. \(+aP\) means the model with alignment uncertainty, same as soft-align in Table 5.1.

indicator of named entities in English).

By enforcing hard agreement constraints, we can see from row hard that there is an increase of about 1.4% in absolute \( F_1 \) score on the Chinese side, but at the expense of a 0.9% drop on the English side. The tradeoff mainly occurs in recall.

When we loosen the bilingual constraint to allow soft-agreement by simply assigning a hand-picked value (0.02) to aligned entities of different types (row manual), we observe a significant increase in accuracy in both Chinese and English. This suggests that the soft alignment successfully accounted for the cases where annotation standards differ in the two languages. In particular, the Chinese results are 3.8% better than the monolingual baseline, a 12% relative error reduction.

When we replace the arbitrary hand-picked soft-agreement probabilities with empirical counts from the auto-tagged dataset (row auto), we see a small increase in recall on both sides, but a drop in precision for Chinese. However, accounting for alignment uncertainty (row auto+aP) increases both precision and recall for Chinese, resulting in another 1.2% increase in absolute \( F_1 \) score over the auto model.

Comparing against Burkett et al. (2010b) (second row from the top), we can see that both our method and Burkett et al. (2010b) significantly outperform the monolingual CRF baseline. This suggests that methods that exploring bilingual language cues does have great utility in the NER task. Our best model (auto+aP) gives a significant gain over Burkett
et al. (2010b) on Chinese (by 2.2%), but trails behind on English by 0.7%.

In comparison to the ILP and dual decomposition algorithms in the previous two subsections, Gibbs sampling base decoding does not seem to improve output accuracy. However, we will show in the next section some further improvements to our method by modeling global label consistency, which allow us to outperform Burkett et al. (2010b) on both languages, and give additional gains over the ILP method.

**Global Consistency Constraints**

A distinctive feature of the proposed factored model and Gibbs sampling inference is the ability to incorporate non-local constraints that are not easily captured in a traditional Markov network model. The bilingual constraint model described earlier is certainly a benefactor of this unique characteristic.

Still, there are further linguistic constraints that we can apply to improve the NER system. For example, many previous papers have made the observation that occurrences of the same word sequence within a given document are unlikely to take on different entity types (Bunescu and Mooney 2004; Sutton and McCallum 2004; Finkel et al. 2005; *inter alia*). Similar to Finkel et al. (2005), we devise a global consistency model as follows:

\[
P_{\text{glo}}(y|x) = \prod_{\gamma \in \Gamma} \phi_{\gamma}^{\#(\gamma, y, x)}
\]  

(5.24)

\(\Gamma\) is the set of all possible entity type violations, \(\phi_{\gamma}\) is the penalty parameter for violation type \(\gamma\), and \(\#(\gamma, y, x)\) is the count of violations \(\gamma\) in sequence \(y\). For example, if the word sequence “China Daily” has occurred both as GPE and ORGANIZATION exactly once, then the penalty \(\phi_{\gamma}\) for GPE-to-Organization violation will apply once. The parameter values of \(\phi_{\gamma}\) are estimated empirically by counting the occurrences of entity pairs of the same word sequence in the training data.

We can now factor in one global consistency model for each language by taking the product of Eq. 5.22 with Eq. 5.24. The same Gibbs sampling procedure applies unchanged to this new factored model. At test time, instead of tagging one sentence at a time, we group together sentences that belong to the same document, and tag one document at a time.
Enhancing Recall. A flaw of the Finkel et al. (2005) model described above is that consistency is enforced by applying penalties to entity type violations. But if a word is not tagged with an entity type, it will not receive any penalty since no entity type violations would occur. Therefore, this model has the tendency of favoring null annotations, which can result in losses in model recall.

We fix this deficiency in Finkel et al. (2005) by introducing a new “reward” parameter \( \delta \), which has value \( > 0 \). \( \delta \) is activated each time we see a matching pair of entities for the same word occurrence. The new \( P_{glo} \) is modified as:

\[
P_{glo}(y|x) = \delta \#(\delta, y, x) \prod_{\gamma \in \Gamma} \phi \#(\gamma, y, x) \tag{5.25}
\]

where \( \#(\delta, y, x) \) is the activation count of \( \delta \) in sequence \( y \).

This model is in fact a naive Bayes model, where the parameters \( \delta \) and \( \phi \) are empirically estimated (a value of 2 is used for \( \delta \) in our experiments, based on tuning on a development set). A similar global consistency model was shown to be effective in Rush et al. (2012), where parameters were also tuned on a development set.

---

**Table 5.6:** Results of enforcing global consistency. \( \text{global} \) is the global consistency without “reward” parameter, and \( \text{global}’ \) is the one with “reward” parameter. “mono” is the monolingual CRF baseline. The best number in each column is highlighted in bold. \(+aP\) means the model with alignment uncertainty, same as \text{soft-align} in Table 5.1.
**Global Consistency Results**  Table 5.6 shows results on the test set after factoring in a global consistency model. *Global* is the global consistency without “reward” parameter, and *global’* is the one with “reward” parameter. “mono” is the monolingual CRF baseline. The best number in each column is highlighted in bold. Adding global consistency to the monolingual baseline (*mono*) increases performance on English (consistent with results from previous work (Finkel et al., 2005)), but hurts Chinese results, especially in recall.

A possible explanation is that CRF models for English are more certain about which words are entities (by having strong indicative features such as word capitalization), and thus a penalty does not persuade the model to label a word as a non-entity. However, in the Chinese case, the CRF model is weaker, and thus less certain about words being an entity or not. It is also much more likely that the same word (string) will be both an entity and a common word in Chinese than English. In some cases, the model will be better off marking a word as a non-entity, than risking taking a penalty for labeling it inconsistently. By applying the “reward” function, we see a drastic increase in recall on both Chinese and English, with a relatively small sacrifice in precision on Chinese. The overall $F_1$ scores increase by about 3.1% in Chinese and 0.8% in English.

Similar results can be found when we apply global consistency to the bilingual model (*auto*). Again we see a recall-precision tradeoff between models with or without a “reward” function. But overall, we observe a significant increase in performance when global consistency with a reward function is factored in.

Modeling alignment uncertainty continues to improve the Chinese results when the global consistency model is added, but shows a small performance decrease on the English side. But the gain on the Chinese side is more significant than the loss on English side.

The best overall $F_1$ scores are achieved when bilingual constraints, global consistency with reward, and alignment uncertainty are conjoined. The combined model outperforms the CRF monolingual baseline, with an error reduction of 18.6% for Chinese and 9.9% for English. This model also significantly improves over the method of Burkett et al. (2010b) with an error reduction of 10.8% for Chinese and 4.5% for English.
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<table>
<thead>
<tr>
<th></th>
<th>Chinese</th>
<th></th>
<th>English</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F₁</td>
<td>P</td>
</tr>
<tr>
<td>CRF</td>
<td>76.89</td>
<td>61.64</td>
<td>68.42</td>
<td>81.98</td>
</tr>
<tr>
<td>Burkett</td>
<td>77.52</td>
<td>65.84</td>
<td>71.20</td>
<td>82.28</td>
</tr>
<tr>
<td>ILP</td>
<td>77.56</td>
<td>71.10</td>
<td>74.19</td>
<td>80.93</td>
</tr>
<tr>
<td>Gibbs</td>
<td>76.43</td>
<td><strong>72.32</strong></td>
<td>74.32</td>
<td>82.30</td>
</tr>
<tr>
<td>DualDecomp</td>
<td><strong>79.14</strong></td>
<td>71.55</td>
<td><strong>75.15</strong></td>
<td><strong>82.58</strong></td>
</tr>
</tbody>
</table>

Table 5.7: Results summary of bilingual tagging experiment.

5.4 Results

5.4.1 Summary of Bilingual Results

We presented detailed experimental results for each of the three approximate inference algorithms earlier as we described them. In summary, the bilingual NER model with all three approximate inference methods gives significant improvements over both Chinese and English CRF baselines. The new model also yields significant gains over previous work by Burkett et al. (2010b).

The dual decomposition algorithm gives the highest overall $F_1$ score among the three inference methods. However, there is actually a precision-recall tradeoff when we compare dual decomposition with Gibbs sampling and ILP. In our error analysis, we also found that the dual decomposition algorithm assigns more non-entity background tokens than the other two inference methods. This could be a result of the different mixing strategies of dual decomposition and Gibbs sampling. For both dual decomposition and Gibbs sampling, we run the algorithms for 1000 iterations; in the dual decomposition case, in each iteration all alignment-based sub-components exchange messages by checking agreement and trading penalties; whereas in the case of Gibbs sampling, only one position is sampled in each iterations. Therefore it is more likely the case that the dual decomposition algorithm output is more sufficiently mixed than Gibbs sampling algorithm. So far we rely on testing using development data for tuning these hyper-parameters. Automatically learning hyper-parameters remain a quest for future work.
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Chinese | German
---|---
P | R | F₁ | P | R | F₁
CRF | 79.09 | 63.59 | 70.50 | 86.69 | 71.30 | 78.25
Burkett | 79.25 | 65.67 | 71.83 | 84.00 | 72.17 | 77.64
ILP | **81.31** | 65.50 | **72.55** | 85.99 | **72.98** | **78.95**
Gibbs | 80.31 | 65.78 | 72.33 | 85.98 | 72.37 | 78.59
DualDecomp | 78.55 | **66.54** | 72.05 | 85.19 | **72.98** | 78.62

Table 5.8: Semi-supervised results using uptraining.

5.4.2 Semi-supervised NER Results

In the previous section we demonstrated the utility of our proposed method in a bilingual setting, where parallel sentence pairs are tagged together and directly evaluated. In reality, this is not the common use case. Most downstream NLP applications operate in a monolingual environment. Therefore, in order to benefit general monolingual NLP systems, we propose a semi-supervised learning setting where we use the bilingual tagger to annotate a large amount of unannotated bilingual text, then we take the tagged sentences on the Chinese side to retrain a monolingual Chinese tagger.

To evaluate the effectiveness of this approach, we randomly sample 80,000 sentences from the Chinese-English part of the Foreign Broadcast Information Service corpus (FBIS, LDC2003E14), and tagged it with the bilingual NER model using each of the three approximate inference algorithms. Unlike the OntoNotes dataset, this corpus does not contain document boundaries. In order to apply the document-level label consistency model, we divide the test set into blocks of ten sentences, and use the blocks as pseudo-documents.

Results from uptraining using model outputs from Burkett et al. (2010b) \( \text{(Burkett)} \) as well as bilingual NER models with all three approximate inference methods are shown in Table 5.8. As we noted earlier when we described the experiment setup in Section 2.5.3, for the semi-supervised experiments, we use individual sentences as input instead of whole documents. Because sentences are shorter than whole documents, they are easier to handle for sequence models, and as a result model performances across the board are higher than ones in Table 5.7.

We can see that by using only 80,000 additional sentences, our best method \( \text{(ILP)} \)
gives a significant boost (∼2.05%, an error reduction of ∼7%) over the CRF baseline. Our method also improves over Burkett et al. (2010b) by a significant margin.

The gains are more pronounced in recall than precision, which suggests that the semi-supervised approach using bilingual data is very effective in increasing the coverage of the monolingual tagger.

Overall the performance difference among the three approximate inference algorithms is not significantly different. However, we do notice that the method that performs the best on the bilingual tagging experiment (DualDecomp) does not produce the same advantage in the semi-supervised learning experiments. In fact, in the bilingual tagging experimental results, dual decomposition algorithm gives the highest precision, and lowest recall among all three decoding methods, but when translated into uptraining results, it actually gives the reverse—lowest precision and highest recall. This discrepancy is likely to be due to the inconsistency innate to the “uptraining” procedure. Similar to self-training (McClosky et al., 2006), uptraining also suffers from instability problems. Later in Chapter 6 we will present a more principled method for performing semi-supervised learning based on expectation projection, which gives consistent improvements over uptraining methods.

5.4.3 Efficiency

A key design decision of which approximate inference method to employ is their speed-accuracy tradeoff. We saw earlier from the Table 5.8 that among the three approximate inference methods, ILP gives the highest accuracy in the semi-supervised learning setting. Table 5.9 shows the amount of time it took to decode the 80,000 sentence corpus and retrain the CRF model using uptraining. We can see that both the Gibbs sampling and dual decomposition methods give a significant speedup over the ILP method. Although dual decomposition sacrifices 0.5% accuracy in comparison to Gibbs sampling, it enjoys a three-times speed advantage over Gibbs sampling. These two methods are also significantly faster and more accurate than (Burkett et al., 2010b).
5.5 Related Work

The idea of employing bilingual resources to improve over monolingual systems has been explored by much previous work. Huang et al. (2009) proposed methods to improve parsing performance using bilingual parallel corpus. Li et al. (2012a) jointly labeled bilingual named entities with a cyclic CRF model, where approximate inference was done using loopy belief propagation. These methods require manually annotated bilingual corpora, which are expensive to construct, and hard to obtain. Kim et al. (2012) proposed a method of labeling bilingual corpora with named entity labels automatically based on Wikipedia. However, this method is restricted to Wikipedia domain only.

One of the most interesting papers in this regard is Burkett et al. (2010b), which explored an “up-training” mechanism by using the outputs from a strong monolingual model as ground-truth, and simulated a learning environment where a bilingual model is trained to help a “weakened” monolingual model to recover the results of the strong model. Noisy output of a “strong” tagger is used as training data to learn parameters of a log-linear re-ranking model with additional bilingual features, simulated by the “weakened” tagger. The learned parameters are then reused with the “strong” tagger to re-rank its own outputs for unseen inputs. This framework can be seen as a “multi-view” learning scheme where k-best outputs of two monolingual taggers are reranked. Designing good “weak” taggers so that they complement the “view” of bilingual features in the log-linear re-ranker is crucial to the success of this algorithm. But the reranking method involves rather complicated bootstrapping and self-training, and is difficult to employ in practice. It is worth mentioning that since the methods we are going to propose here do not require additional training and can take pretty much any existing model as “black-box” during decoding, the richer and

<table>
<thead>
<tr>
<th></th>
<th>Chinese</th>
<th>German</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRF</td>
<td>00h19m30s</td>
<td>00h07m15s</td>
</tr>
<tr>
<td>Burkett</td>
<td>06h16m21s</td>
<td>02h42m17s</td>
</tr>
<tr>
<td>ILP</td>
<td>16h42m07s</td>
<td>04h49m02s</td>
</tr>
<tr>
<td>Gibbs</td>
<td>03h17m25s</td>
<td>01h01m45s</td>
</tr>
<tr>
<td>DualDecomp</td>
<td>00h54m34s</td>
<td>00h22m43s</td>
</tr>
</tbody>
</table>

Table 5.9: Timing stats of the sum of decoding and model uptraining time.
more accurate bilingual model learned from Burkett et al. (2010b) can be directly plugged into our method.

In addition to bilingual corpora, bilingual dictionaries are also useful resources. Huang and Vogel (2002) and Chen et al. (2010) proposed approaches for extracting bilingual named entity pairs from unlabeled bilingual corpus, in which verification is based on bilingual named entity dictionaries. However, large-scale bilingual named entity dictionaries are difficult to obtain for most language pairs.

Yarowsky and Ngai (2001) proposed a projection method that transforms high-quality analysis results of one language, such as English, into other languages on the basis of word alignment. Das and Petrov (2011) applied the above idea to part-of-speech tagging with a more complex model. Fu et al. (2011) projected English named entities into Chinese entities by carefully designed heuristic rules. Although this type of method does not require manually annotated bilingual corpora or dictionaries, errors in the source language results, wrong word alignments and inconsistency between two languages limit the application of this method.

Constraint-based monolingual methods by using ILP have been successfully applied to many natural language processing tasks, such as Semantic Role Labeling (Punyakanok et al., 2004), Dependency Parsing (Martins et al., 2009) and Textual Entailment (Berant et al., 2011). Zhuang and Zong (2010) proposed a joint inference method for bilingual semantic role labeling with ILP. However, their approach requires training an alignment model with a manually annotated corpus.

A similar dual decomposition algorithm to ours was proposed by Riedel and McCallum (2011) for biomedical event detection. In their Model 3, the trigger and argument extraction models are reminiscent of the two monolingual CRFs in our model; additional binding agreements are enforced over every protein pair, similar to how we enforce agreement between every aligned word pair. Martins et al. (2010) presented a new dual decomposition method that combines the power of dual decomposition with the augmented Lagrangian method. They showed that their method can achieve faster convergence than traditional sub-gradient methods in models with many overlapping components (Martins et al., 2011). This method is directly applicable to our work.

Another promising direction for improving NER performance is in enforcing global
label consistency across documents, which is an idea that has been greatly explored in the past (Sutton and McCallum, 2004; Bunescu and Mooney, 2004; Finkel et al., 2005). More recently, Rush et al. (2012) and Chieu and Teow (2012) have shown that combining local prediction models with global consistency models, and enforcing agreement via dual decomposition is very effective. It is straightforward to incorporate an additional global consistency model into our model for further improvements.

Our joint alignment and NER decoding approach is inspired by prior work on improving alignment quality through encouraging agreement between bi-directional models (Liang et al., 2006; DeNero and Macherey, 2011). Instead of enforcing agreement in the alignment space based on best sequences found by Viterbi, we could opt to encourage agreement between posterior probability distributions, which is related to the posterior regularization work by Graça et al. (2008). Cromières and Kurohashi (2009) proposed an approach that takes phrasal bracketing constraints from parsing outputs, and uses them to enforce phrasal alignments. This idea is similar to our joint alignment and NER approach, but in our case the phrasal constraints are indirectly imposed by entity spans. We also differ in the implementation details, where in their case belief propagation is used in both training and Viterbi inference.

Burkett et al. (2010a) presented a supervised learning method for performing joint parsing and word alignment using log-linear models over parse trees and an ITG model over alignment. The model demonstrates performance improvements in both parsing and alignment, but shares the common limitations of other supervised work in that it requires manually annotated bilingual joint parsing and word alignment data.

Chen et al. (2010) also tackled the problem of joint alignment and NER. Their method employs a set of heuristic rules to expand a candidate named entity set generated by monolingual taggers, and then rank those candidates using a bilingual named entity dictionary. Our approach differs in that we provide a probabilistic formulation of the problem and do not require pre-existing NE dictionaries.
5.6 Summary

We introduced a factored bilingual model with three approximate inference algorithms, that can be used to produce more accurate tagging results for a parallel corpus. Our model makes use of cross-language bilingual constraints and intra-document consistency constraints. We further demonstrated that unlabeled parallel corpora tagged with our bilingual model can then be used to improve monolingual tagging results, using an uptraining scheme. Among the three inference algorithms, dual decomposition method achieves the fastest speed while Gibbs sampling method yields the highest accuracy improvement under the semi-supervised setting. At a higher level, the methods and results presented in this chapter demonstrated bitext as a useful alternative source of unlabeled data for improving supervised system performance. Our approach also provides computationally feasible approaches in dealing with complex factored graphical model and constrained inference problem. This approach can be generalized to more multilingual learning scenarios to handle many more languages, a lot of which have limited training resources.
Chapter 6

Projected Expectation Regularization

6.1 Introduction

In the previous chapter (Chapter 5), we proposed a semi-supervised learning scheme that takes advantage of information contained in translational bitext for improving monolingual NER systems. The main idea there was to jointly decode two sentences that are translations of each other, and enforce bilingual agreement constraints across alignment links between the language pair. Tagging results using this approach are significantly better than independently decoding each language alone. And then we showed that taking the decoded bitext as additional training data in an uptraining (Petrov et al., 2010) framework to retrain monolingual taggers can lead to significant improvements in monolingual tagging performance as well.

A major drawback of that approach, however, is that it requires access to a readily-trained tagging model in in both languages. This shortcoming severely prevents the application of the approach, since for the majority of the world’s languages that we are interested in, there exists no annotated training resources for NER.

It is our goal to devise a method that would allow us to recognize entities in a minority language without having access to any annotation data. The method we will describe in this chapter (called CLiPER, stands for Cross-Lingual Projection-based Expectation Regularization) is designed specifically for this goal.
The idea behind CLiPER is to project linguistic knowledge from a resource-rich language such as English, to a resource poor language. The projection is based on word-aligned bilingual parallel text, which is publicly available for many languages thanks to the recent advance in Machine Translation research.

Suppose we have a readily available NER tagger in English, one approach is to first perform NER on the English side of the bitext, then for every aligned pair of words, we assign the English label to the word in the “foreign” language. After the projection step, we can now harvest “tagged” documents on the foreign side, and use the projected labels as ground-truth to train a NER tagger for the foreign language, and use it in the future to tag unseen monolingual text. This is indeed the same procedure as some of the earlier seminal work on projection-based knowledge transfer (Yarowsky and Ngai, 2001).

The overall workflow of CLiPER is similar, but differ in two important details. Firstly, instead of projecting the actual label assignment from the English side to the foreign side, CLiPER packs up uncertainties in the English model into model expectations, and projects expectations instead. In other words, when the English model is not too certain about a decision, e.g., both PERSON and LOCATION tags gets probability 0.5, we do not have to force the foreign side model to commit to a best outcome; instead, we ask the foreign model to also assign a similar probability distribution to the two most-likely outcomes. It can be thought of as the “soft” version of Yarowsky-style projection.

The second aspect in which CLiPER differs from the traditional approach is that when learning the foreign model, it maximizes a different objective from the standard maximum-likelihood objective in supervised CRF. The new objective is based on the Generalized Expectation criteria (GE) framework by Mann and McCallum (2010).

We evaluate our approach on NER tasks for English-Chinese and English-German language pairs on standard public datasets. We report results in two settings: a weakly supervised setting where no labeled data or a small amount of labeled data is available, and semi-supervised settings where labeled data is available, but we can gain predictive power by learning from unlabeled bitext.
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6.2 Related Work

Supervised statistical learning methods have enjoyed great popularity in Natural Language Processing (NLP) over the past decade. The success of supervised methods depends heavily upon the availability of large amounts of annotated training data. Manual curation of annotated corpora is a costly and time consuming process. To date, most annotated resources resides within the English language, which hinders the adoption of supervised learning methods in many multilingual environments.

To minimize the need for annotation, significant progress has been made in developing unsupervised and semi-supervised approaches to NLP (Collins and Singer 1999; Klein 2005; Liang 2005; Smith 2006; Goldberg 2010; inter alia).

Most semi-supervised learning approaches embody the principle of learning from constraints. There are two broad categories of constraints: multi-view constraints, and external knowledge constraints.

Examples of methods that explore multi-view constraints include self-training (Yarowsky, 1995; McClosky et al., 2006), co-training (Blum and Mitchell, 1998; Sindhwani et al., 2005), multi-view learning (Ando and Zhang, 2005b; Carlson et al., 2010), and discriminative and generative model combination (Suzuki and Isozaki, 2008; Druck and McCallum, 2010).

An early example of using knowledge as constraints in weakly-supervised learning is the work by Collins and Singer (1999). They showed that the addition of a small set of “seed” rules greatly improves a co-training style unsupervised tagger. Chang et al. (2007) proposed a constraint-driven learning (CODL) framework where constraints are used to guide the selection of best self-labeled examples to be included as additional training data in an iterative EM-style procedure. The kind of constraints used in applications such as NER are the ones like “the words CA, Australia, NY are LOCATION” (Chang et al., 2007). Notice the similarity of this particular constraint to the kinds of features one would expect to see in a discriminative model such as MaxEnt. The difference is that instead of learning the validity (or weight) of this feature from labeled examples—since we do not have them—we can constrain the model using our knowledge of the domain. Druck et al. (2009) also

1A multi-view interpretation of self-training is that the self-tagged additional data offers new views to learners trained on existing labeled data.
demonstrated that in an active learning setting where annotation budget is limited, it is more efficient to label features than examples. Other sources of knowledge include lexicons and gazetteers (Druck et al., 2007; Chang et al., 2007).

While it is straightforward to see how resources such as a list of city names can give a lot of mileage in recognizing locations, we are also exposed to the danger of over-committing to hard constraints. For example, it becomes problematic with city names that are ambiguous, such as Augusta, Georgia. To soften these constraints, Mann and McCallum (2010) proposed the Generalized Expectation (GE) Criteria framework, which encodes constraints as a regularization term over some score function that measures the divergence between the model’s expectation and the target expectation. The connection between GE and CODL is analogous to the relationship between hard (Viterbi) EM and soft EM, as illustrated by Samdani et al. (2012).

Another closely related work is the Posterior Regularization (PR) framework by Ganchev et al. (2010). In fact, as Bellare et al. (2009) have shown, in a discriminative model these two methods optimize exactly the same objective. The two differ in optimization details: PR uses a EM algorithm to approximate the gradients which avoids the expensive computation of a covariance matrix between features and constraints, whereas GE directly calculates the gradient. However, later results (Druck, 2011) have shown that using the Expectation Semiring techniques of Li and Eisner (2009), one can compute the exact gradients of GE in a Conditional Random Field (CRF) (Lafferty et al., 2001) at cost no greater than computing the gradients of ordinary CRF. And empirically, GE tends to perform more accurately than PR (Bellare et al., 2009; Druck, 2011).

Obtaining appropriate knowledge resources for constructing constraints remain as a bottleneck in applying GE and PR to new languages. However, a number of past work recognizes parallel bitext as a rich source of linguistic constraints, naturally captured in the translations. As a result, bitext has been effectively utilized for unsupervised multilingual grammar induction (Alshawi et al., 2000; Snyder et al., 2009), parsing (Burkett and Klein, 2008), and sequence labeling (Naseem et al., 2009).

---

2 This is a city in the state of Georgia in USA, famous for its golf courses. It is ambiguous since both Augusta and Georgia can also be used as person names.

3 The different terminology employed by GE and PR may be confusing to discerning readers, but the “expectation” in the context of GE means the same thing as “marginal posterior” as in PR.
Projection-based methods can be very effective in weakly-supervised scenarios, as demonstrated by Yarowsky and Ngai (2001), and Xi and Hwa (2005). One problem with projected labels is that they are often too noisy to be directly used as training signals. To mitigate this problem, Das and Petrov (2011) designed a label propagation method to automatically induce a tag lexicon for the foreign language to smooth the projected labels. Fossum and Abney (2005) filter out projection noise by combining projections from multiple source languages. However, this approach is not always viable since it relies on having parallel bitext from multiple source languages. Li et al. (2012b) proposed the use of crowd-sourced Wiktionary as additional resources for inducing tag lexicons. More recently, Täckström et al. (2013) combined token-level and type-level constraints to constrain legitimate label sequences and recalibrate the probability distribution in a CRF. The tag dictionary used for POS tagging is analogous to the gazetteers and name lexicons used for NER by Chang et al. (2007).

Our work is also closely related to Ganchev et al. (2009). They used a two-step projection method similar to Das and Petrov (2011) for dependency parsing. Instead of using the projected linguistic structures as ground truth (Yarowsky and Ngai, 2001), or as features in a generative model (Das and Petrov, 2011), they used them as constraints in a PR framework. Our work differs by projecting expectations rather than Viterbi one-best labels. We also choose the GE framework over PR. Experiments in Bellare et al. (2009) and Druck (2011) suggest that in a discriminative model (like ours), GE is more accurate than PR. More recently, Ganchev and Das (2013) further extended this line of work to directly train discriminative sequence models using cross lingual projection with PR. The types of constraints applied in this new work are similar to the ones in the monolingual PR setting proposed by Ganchev et al. (2010), where the total counts of labels of a particular kind are expected to match some fraction of the projected total counts. Our work differs in that we enforce expectation constraints at the token level, which gives tighter guidance in learning the model.
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Given bitext between English and a foreign language, our goal is to learn a CRF model in the foreign language from little or no labeled data. Our method performs cross-lingual projection-based expectation regularization.

Figure 6.2 illustrates the high-level workflow. Colors over the bitext in this diagram are intended to denote model expectations, not the actual label assignments. Figure 6.1 shows a snippet of a sentence from a real corpus, the posterior probabilities assigned by the English CRF model are shown above each English word; automatically induced word alignments are shown in red; the correct projected labels for Chinese words are shown in green, and incorrect labels are shown in red.

For every aligned sentence pair in the bitext, we first compute the posterior marginal at each word position on the English side using a pre-trained English CRF tagger; then for...
each aligned English word, we project its posterior marginal as expectations to the aligned word position on the foreign side.

We would like to learn a CRF model in the foreign language that has similar expectations as the projected expectations from English. To this end, we adopt the Generalized Expectation (GE) Criteria framework introduced by Mann and McCallum (2010). In the remainder of this section, we follow the notation used in (Druck, 2011) to explain our approach.

### 6.3.1 CLiPER

The general idea of GE is that we can express our preferences over models through constraint functions. A desired model should satisfy the imposed constraints by matching the expectations on these constraint functions with some target expectations (attained by external knowledge like lexicons or in our case transferred knowledge from English). We define a constraint function \( \phi_{i,l_j} \) for each word position \( i \) and output label assignment \( l_j \) as a label identity indicator:

\[
\phi_{i,l_j}(y) = \begin{cases} 
1 & \text{if } l_j = y_i \text{ and } A_i \neq \emptyset \\
0 & \text{otherwise}
\end{cases}
\]

The set \( \{l_1, \cdots, l_m\} \) denotes all possible label assignment for each \( y_i \), and \( m \) is number of label values. \( A_i \) is the set of English words aligned to Chinese word \( i \). The condition \( A_i \neq \emptyset \) specifies that the constraint function applies only to Chinese word positions that have at least one aligned English word. Each \( \phi_{i,l_j}(y) \) can be treated as a Bernoulli random variable, and we concatenate the set of all \( \phi_{i,l_j} \) into a random vector \( \phi(y) \), where \( \phi_k = \phi_{i,l_j} \) if \( k = i \times m + j \). We drop the \( (y) \) in \( \phi \) for simplicity.

The target expectation over \( \phi_{i,l_j} \), denoted as \( \tilde{\phi}_{i,l_j} \), is the expectation of assigning label \( l_j \) to English word \( A_i \) under the English conditional probability model.

The expectation over \( \phi \) under a conditional probability model \( P(y|x; \theta) \) is denoted as \( E_{P(y|x; \theta)}[\phi] \), and simplified as \( E_{\theta}[\phi] \) whenever it is unambiguous.

The conditional probability model \( P(y|x; \theta) \) in our case is a standard linear-chain CRF

---

\(^{4}\)An English word aligned to foreign word at position \( i \). When multiple English words are aligned to the same foreign word, we average the expectations.
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defined in Eq. 2.1:

\[
P_{CRF}(y|x) = \frac{\prod_{i=1}^{x} \exp \{ f(y_i, y_{i-1}, x) \cdot \theta \}}{Z(x)}
\]  \hspace{1cm} (6.1)

where \( f \) is a set of feature functions; \( \theta \) are the matching parameters to learn.

The objective function to maximize in a standard CRF is the log probability over a collection of labeled documents:

\[
L_{CRF}(\theta) = \sum_{a=1}^{a'} \log P_{CRF}(y^a|x_a; \theta)
\]  \hspace{1cm} (6.2)

\( a' \) is the number of labeled sentences. \( y^* \) is an observed label sequence.

The objective function to maximize in GE is defined as the sum over all unlabeled examples (foreign side of bitext), over some cost function \( S \) between between the model expectation \( (E_\theta[\phi]) \) and the target expectation \( (\tilde{\phi}) \) over \( \phi \).

We choose \( S \) to be the negative \( L_2^2 \) squared error\(^5\), defined as:

\[
L_{GE}(\theta) = \sum_{b=1}^{b'} S \left( E_{P(y|x_b, \theta)}[\phi(y_b)], \tilde{\phi}(y_b) \right)
= \sum_{b=1}^{b'} -\| \tilde{\phi}(y_b) - E_\theta[\phi(y_b)] \|_2^2
\]  \hspace{1cm} (6.3)

\( b' \) is the total number of unlabeled bitext sentence pairs.

When both labeled and bitext training data are available, the joint objective is the sum of Eq. 6.2 and 6.3. Each is computed over the labeled training data and foreign half in the bitext, respectively.

We can optimize this joint objective by computing the gradients and use a gradient-based optimization method such as L-BFGS. Gradients of \( L_{CRF} \) decomposes down to the

\(^5\)In general, other loss functions such as KL-divergence can also be used for \( S \). We found \( L_2^2 \) to work well in practice.
gradients over each labeled training example \((x, y^*)\), computed as:

\[
\frac{\partial}{\partial \theta} \left( \log P(y^*_a|x_a; \theta) \right) = \tilde{E}[\theta] - E[\theta]
\]

where \(\tilde{E}[\theta]\) and \(E[\theta]\) are the empirical and expected feature counts, respectively.

Computing the gradient of \(L_{GE}\) decomposes down to the gradients of \(S(E_{P(y|x_b; \theta}[\phi])\) for each unlabeled foreign sentence \(x\) and the constraints over this example \(\phi\). The gradients can be calculated as:

\[
\frac{\partial}{\partial \theta} S(E_{\theta}[\phi]) = -\frac{\partial}{\partial \theta} \left( \phi - E_{\theta}[\phi] \right)^T \left( \phi - E_{\theta}[\phi] \right)
\]

\[
= 2 \left( \phi - E_{\theta}[\phi] \right)^T \left( \frac{\partial}{\partial \theta} E_{\theta}[\phi] \right)
\]

We redefine the penalty vector \(u = 2 \left( \phi - E_{\theta}[\phi] \right)\) to be \(u\). \(\frac{\partial}{\partial \theta} E_{\theta}[\phi]\) is a matrix where each column contains the gradients for a particular model feature \(\theta\) with respect to all constraint functions \(\phi\). It can be computed as:

\[
\frac{\partial}{\partial \theta} E_{\theta}[\phi] = \sum_y \phi(y) \frac{\partial}{\partial \theta} P(y|x; \theta)
\]

\[
= \sum_y \phi(y) \left( \frac{1}{Z(x)} \exp(\theta^T f(x, y)) \right)
\]

\[
= \sum_y \phi(y) \left( \frac{1}{Z(x)} \left( \frac{\partial}{\partial \theta} \exp(\theta^T f(x, y)) \right) \right)
\]

\[
+ \exp(\theta^T f(x, y)) \left( \frac{\partial}{\partial \theta} \frac{1}{Z(x)} \right)
\]
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\[ = \sum_y \phi(y) \left( P(y|x; \theta) f(x, y)^T - P(y|x; \theta) \sum_{y'} P(y'|x; \theta) f(x, y')^T \right) \]

\[ = \sum_y P(y|x; \theta) \sum_y \phi(y) f(x, y)^T - \left( \sum_y P(y|x; \theta) \phi(y) \right) \left( \sum_y P(y|x; \theta) f(x, y)^T \right) \]

\[ = \text{COV}_{P(y|x; \theta)} (\phi(y), f(x, y)) \quad (6.4) \]

\[ = E_\theta [\phi f^T] - E_\theta [\phi] E_\theta [f^T] \quad (6.5) \]

Eq. 6.4 gives the intuition of how optimization works in GE. In each iteration of L-BFGS, the model parameters are updated according to their covariance with the constraint features, scaled by the difference between current expectation and target expectation. The term \( E_\theta [\phi f^T] \) in Eq. 6.5 can be computed using a dynamic programming (DP) algorithm, but solving it directly requires us to store a matrix of the same dimension as \( f^T \) in each step of the DP. We can reduce the complexity by using the following trick:

\[
\frac{\partial}{\partial \theta} S(E_\theta [\phi]) = u^T \left( \frac{\partial}{\partial \theta} E_\theta [\phi] \right) \]

\[
= u^T (E_\theta [\phi f^T] - E_\theta [\phi] E_\theta [f^T]) \]

\[
= E_\theta [u^T \phi f^T] - E_\theta [u^T \phi] E_\theta [f^T] \]

\[
= E_\theta [\phi' f^T] - E_\theta [\phi'] E_\theta [f^T] \quad (6.6) \]

\[ \phi' = u^T \phi \]

Now in Eq. 6.6, \( E_\theta [\phi'] \) becomes a scalar value; and to compute the term \( E_\theta [\phi' f^T] \), we only need to store a vector in each step of the following DP algorithm (Druck, 2011, 93):

\[
E_\theta [\phi' f^T] = \sum_{i=1}^n \sum_{y_i} \sum_{y_{i+1}} \left\{ \left[ \sum_{j=1}^{n} \sum_{y_j} P(y_i, y_i+1, y_j|x) \cdot \phi(y_j) \right] \cdot f(y_i, y_i+1, x)^T \right\} \]
The bracketed term can be broken down to two parts:

\[
\sum_{j=1}^{n} \sum_{y_j} P(y_i, y_{i+1}, y_j | x) \phi(y_j)
\]

\[= \sum_{j=1}^{i} \sum_{y_j} P(y_i, y_{i+1}, y_j | x) \phi(y_j) + \sum_{j=i+1}^{n} \sum_{y_j} P(y_i, y_{i+1}, y_j | x) \phi(y_j)\]

\[= \alpha(y_i, y_{i+1}, i) + \beta(y_i, y_{i+1}, i)\]

\[\alpha(y_0, y_1, 0) \equiv P(y_0, y_1 | x) \phi(y_0)\]

\[\alpha(y_i, y_{i+1}, i) \equiv P(y_i, y_{i+1} | x) \phi(y_i) + P(y_{i+1} | y_i, x) \sum_{y_{i-1}} \alpha(y_{i-1}, y_i, i - 1)\]

\[\beta(y_{n-1}, y_n, n - 1) \equiv P(y_{n-1}, y_n | x) \phi(y_n)\]

\[\beta(y_i, y_{i+1}, i) \equiv P(y_i, y_{i+1} | x) \phi(y_{i+1}) + P(y_{i+1} | y_i, x) \sum_{y_{i+2}} \beta(y_{i+1}, y_{i+2}, i + 1)\]

The resulting algorithm has complexity \(O(nm^2)\), which is the same as the standard forward-backward inference algorithm for CRF.

### 6.3.2 Hard vs. Soft Projection

Projecting expectations instead of one-best label assignments from English to foreign language can be thought of as a soft version of the method described in (Das and Petrov, 2011) and (Ganchev et al., 2009). Soft projection has its advantage: when the English model is not certain about its predictions, we do not have to commit to the current best prediction. The foreign model has more freedom to form its own belief since any marginal distribution it produces would deviates from a flat distribution by just about the same amount. In general, preserving uncertainties till later is a strategy that has benefited many NLP tasks (Finkel et al., 2006). Hard projection can also be treated as a special case in our framework. We can simply recalibrate posterior marginal of English by assigning probability mass 1 to the most likely outcome, and zero everything else out, effectively taking the \(\text{argmax}\) of the marginal at each word position. We refer to this version of expectation as the “hard”
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expectation. In the hard projection setting, GE training resembles a “project-then-train” style semi-supervised CRF training scheme (Yarowsky and Ngai, 2001; Täckström et al., 2013). In such a training scheme, we project the one-best predictions of English CRF to the foreign side through word alignments, then include the newly “tagged” foreign data as additional training data to a standard CRF in the foreign language. Rather than projecting labels on a per-word basis, Yarowsky and Ngai (2001) also explored an alternative method for noun-phrase (NP) bracketing task that amounts to projecting the spans of NPs based on the observation that individual NPs tend to retain their sequential spans across translations. We experimented with the same method for NER, but found that this method of projecting the NE spans does not help in reducing noise and actually lowers model performance.

Besides the difference in projecting expectations rather than hard labels, our method and the “project-then-train” scheme also differ by optimizing different objectives: CRF optimizes maximum conditional likelihood of the observed label sequence, whereas GE minimizes squared error between model’s expectation and “hard” expectation based on the observed label sequence. In the case where squared error loss is replaced with a KL-divergence loss, GE has the same effect as marginalizing out all positions with unknown projected labels, allowing more robust learning of uncertainties in the model. As we will show in the experimental results in Section 6.4.2, soft projection in combination of the GE objective significantly outperforms the project-then-train style CRF training scheme.

6.3.3 Source-side noise

An additional source of noise comes from errors generated by the source-side English CRF models. We know that the English CRF models gives $F_1$ score of 81.68% on the OntoNotes dataset for English-Chinese experiment, and 90.45% on the CoNLL-03 dataset for English-German experiment. We present a simple way of modeling English-side noise by picturing the following process: the labels assigned by the English CRF model (denoted as $y$) are some noised version of the true labels (denoted as $y^*$). We can recover the probability of the true labels by marginalizing over the observed labels: $P(y^* | x) = \sum_y P(y^* | y) \ast P(y | x)$. $P(y | x)$ is the posterior probabilities given by the CRF model, and we can approximate $P(y^* | y)$ by the column-normalized error confusion matrix shown in Table 6.1. The top
Table 6.1: Raw counts in the error confusion matrix of English CRF models.

<table>
<thead>
<tr>
<th></th>
<th>O</th>
<th>PER</th>
<th>LOC</th>
<th>ORG</th>
<th>GPE</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>291339</td>
<td>391</td>
<td>141</td>
<td>1281</td>
<td>221</td>
</tr>
<tr>
<td>PER</td>
<td>1263</td>
<td>6721</td>
<td>5</td>
<td>56</td>
<td>73</td>
</tr>
<tr>
<td>LOC</td>
<td>409</td>
<td>23</td>
<td>546</td>
<td>123</td>
<td>133</td>
</tr>
<tr>
<td>ORG</td>
<td>2423</td>
<td>143</td>
<td>52</td>
<td>8387</td>
<td>196</td>
</tr>
<tr>
<td>GPE</td>
<td>566</td>
<td>239</td>
<td>69</td>
<td>668</td>
<td>6604</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>O</th>
<th>PER</th>
<th>LOC</th>
<th>ORG</th>
<th>MISC</th>
</tr>
</thead>
<tbody>
<tr>
<td>O</td>
<td>81209</td>
<td>24</td>
<td>38</td>
<td>155</td>
<td>103</td>
</tr>
<tr>
<td>PER</td>
<td>77</td>
<td>5725</td>
<td>41</td>
<td>69</td>
<td>10</td>
</tr>
<tr>
<td>LOC</td>
<td>49</td>
<td>40</td>
<td>3743</td>
<td>127</td>
<td>60</td>
</tr>
<tr>
<td>ORG</td>
<td>178</td>
<td>102</td>
<td>142</td>
<td>4075</td>
<td>91</td>
</tr>
<tr>
<td>MISC</td>
<td>175</td>
<td>41</td>
<td>30</td>
<td>114</td>
<td>1826</td>
</tr>
</tbody>
</table>

Table contains the counts on OntoNotes test data, and the bottom table contains CoNLL-03 test data counts. Rows are the true labels and columns are the observed labels. For example, item at row 2, column 3 of the top table reads: we observed 5 times where the true label should be PERSON, but English CRF model output label LOCATION. This source-side noise model is likely to be overly simplistic. Generally speaking, we could build much more sophisticated noising model for the source-side, possibly conditioning on context, or capturing higher-order label sequences.

6.4 Experiments

We conduct experiments on Chinese and German NER. We evaluate CLiPER in two learning settings: weakly supervised and semi-supervised. In the weakly supervised setting, we simulate the condition of having no labeled training data, and evaluate the model learned from bitext alone. We then vary the amount of labeled data available to the model, and examine the model’s learning curve. In the semi-supervised setting, we assume our model has access to the full labeled data; our goal is to improve performance of the supervised method by learning from additional bitext.
6.4.1 Dataset and Setup

We used the latest version of the Stanford NER Toolkit (Finkel et al., 2005)\(^6\) as our base CRF model in all experiments. Features for English, Chinese and German CRFs are documented extensively in (Che et al., 2013) and (Faruqui and Padó, 2010) and omitted here for brevity. It is worth noting that the current Stanford NER models include recent improvements from semi-supervised learning approaches that induce distributional similarity features from large word clusters. These models represent the current state-of-the-art in supervised methods, and serve as a very strong baseline.

For Chinese NER experiments, we follow the same setup as described in Section 2.5.3. For German NER experiments, we evaluate using the standard CoNLL-03 NER corpus (Sang and Meulder, 2003). The labeled training set has 12k and 15k sentences. We used the de-en portion of the News Commentary\(^7\) data from WMT13 as bitext. The English CRF tagger trained on CoNLL-03 English training corpus gives F\(_1\) score of 90.4% on the CoNLL-03 test set.

We compare against three approaches that were introduced in Chapter 5: semi-supervised learning method using factored bilingual models with Gibbs sampling, Integer Linear Programming (ILP) and dual decomposition. We also compare against constraint-driven bilingual-reranking approach from Burkett et al. (2010b).

Since the objective function in Eq. 6.3 is non-convex, we adopted the early stopping training scheme from (Turian et al., 2010) as the following: after each iteration in L-BFGS training, the model is evaluated against the development set; the training procedure is terminated if no improvements have been made in 20 iterations.

6.4.2 Weakly Supervised Results

The plots in Figure 6.3 show results of weakly supervised learning experiments. Vertical axes show the F\(_1\) score on the development and test set, respectively. Performance curves of the supervised CRF and the “project-then-train” CRF are plotted for comparison.

Remarkably, on Chinese test set, our proposed method (CLiPER) achieves a F\(_1\) score\(^6\)http://www-nlp.stanford.edu/ner\(^7\)http://www.statmt.org/wmt13/training-parallel-nc-v8.tgz
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Figure 6.3: Performance curves of CLiPER with varying amounts of available labeled training data in a weakly supervised setting.
of 64.4% with 80k bitext, when no labeled training data is used. In contrast, the supervised CRF baseline would require as much as 12k labeled sentences to attain the same accuracy. Results on the German test set are less striking. With no labeled data and 40k of bitext, CLiPER performs at F1 of 60.0%, the equivalent of using 1.5k labeled examples in the supervised setting. When combined with 1k labeled examples, performance of CLiPER reaches 69%, a gain of over 5% absolute over supervised CRF. We also notice that the supervised CRF model learns much faster in German than Chinese. This result is not too surprising, since it is well recognized that Chinese NER is more challenging than German or English due to the lack of orthographical features, such as word capitalization. Chinese NER relies more on lexicalized features, and therefore needs more labeled data to achieve good coverage. The results also suggest that CLiPER seems to be very effective at transferring lexical knowledge from English to Chinese.

The two figures in Figure 6.4 compares soft GE projection with hard GE projection and the “project-then-train” style CRF training scheme (cf. Section 6.3.2). Vertical axes show the F1 score on the development and test set, respectively. Performance curves of supervised CRF and “project-then-train” CRF are plotted for comparison. We observe that both soft and hard GE projection significantly outperform the “project-then-train” style training scheme. The difference is especially pronounced on the Chinese results when fewer labeled
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Table 6.2: Chinese and German NER results on the development set using CLiPER with varying amounts of unlabeled bitext (10k, 20k, etc.).

<table>
<thead>
<tr>
<th></th>
<th>Chinese</th>
<th></th>
<th>German</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F₁</td>
</tr>
<tr>
<td>CRF</td>
<td>79.87</td>
<td>63.62</td>
<td>70.83</td>
</tr>
<tr>
<td>10k</td>
<td>81.36</td>
<td>65.16</td>
<td>72.36</td>
</tr>
<tr>
<td>20k</td>
<td><strong>81.79</strong></td>
<td>64.80</td>
<td>72.31</td>
</tr>
<tr>
<td>40k</td>
<td>79.24</td>
<td><strong>66.08</strong></td>
<td>72.06</td>
</tr>
<tr>
<td>80k</td>
<td>80.26</td>
<td>65.92</td>
<td><strong>72.38</strong></td>
</tr>
</tbody>
</table>

Examples are available. Soft projection gives better accuracy than hard projection when no labeled data is available, and also has a faster learning rate.

6.4.3 Semi-supervised Results

In the semi-supervised experiments, we let the CRF model use the full set of labeled examples in addition to the unlabeled bitext. Table 6.2 shows results on the development dataset for Chinese and German using 10-80k bitext. The best number of each column is highlighted in bold. The F₁ score improvements over CRF baseline in all cases are statistically significant at 99.9% confidence level.

We see that with merely 10k additional bitext, CLiPER is able to improve significantly over state-of-the-art CRF baselines by as much as 1.5% F₁ on both Chinese and German. With more unlabeled data, we notice a tradeoff between precision and recall on Chinese. The final F₁ score on Chinese at 80k level is only marginally better than 10k. On the other hand, we observe a modest but steady improvement on German as we add more unlabeled bitext, up until 40k sentences. We select the best configurations on development set (80k for Chinese and 40k for German) to evaluate on test set.

Results on the test set are shown in Table 6.3. Best number of each column is highlighted in bold. All except the last two rows and the were CRF is the supervised baseline. CRFₚₜₜ is the “project-then-train” semi-supervised scheme for CRF. Results of BURKETT, GIBBS, ILP, DUALDECOMP have been presented earlier in Table 5.8 in the previous chapter. CLiPERₙ and CLiPERₕ are the soft and hard projections. § indicates F₁ scores that are...
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<table>
<thead>
<tr>
<th></th>
<th>Chinese</th>
<th>German</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>CRF</td>
<td>79.09</td>
<td>63.59</td>
</tr>
<tr>
<td>CRFₚᵗᵗ</td>
<td>84.01</td>
<td>45.29</td>
</tr>
<tr>
<td>Burkett</td>
<td>79.25</td>
<td>65.67</td>
</tr>
<tr>
<td>ILP</td>
<td>81.31</td>
<td>65.50</td>
</tr>
<tr>
<td>Gibbs</td>
<td>80.31</td>
<td>65.78</td>
</tr>
<tr>
<td>DualDecomp</td>
<td>78.55</td>
<td>66.54</td>
</tr>
<tr>
<td>CLiPER₉ₗ</td>
<td>83.67</td>
<td>64.80</td>
</tr>
<tr>
<td>CLiPER₄</td>
<td>82.57</td>
<td>65.99</td>
</tr>
</tbody>
</table>

Table 6.3: Chinese and German NER results on the test set.

statistically significantly better than CRF baseline at 99.5% confidence level; * marks significance over CRFₚᵗᵗ with 99.5% confidence; † and ‡ marks significance over GIBBS with 99.9% and 94% confidence; and ⋄ marks significance over ILP with 99.7% confidence; * marks significance over BURKETT with 99.9% confidence.

All semi-supervised baselines are tested with the same number of unlabeled bitext as CLiPER in each language. The “project-then-train” semi-supervised training scheme severely hurts performance on Chinese, but gives a small improvement on German. Moreover, on Chinese it learns to achieve high precision but at a significant loss in recall. On German its behavior is the opposite. Such a drastic and erratic imbalance suggests that this method is not robust or reliable. The other three semi-supervised baselines (row 3-5) all show improvements over the CRF baseline, consistent with their reported results. CLiPER₉ₗ gives the best results on both Chinese and German, yielding statistically significant improvements over all baselines except for ILP on German. The hard projection version of CLiPER also gives sizable gain over CRF. However, in comparison, CLiPER₄ is superior.

The improvements of CLiPER₄ over CRF on Chinese test set is over 2.8% in absolute F₁. The improvement over CRF on German is almost a percent. To our knowledge, these are the best reported numbers on the OntoNotes Chinese and CoNLL-03 German datasets.
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6.4.4 Efficiency

Another advantage of our proposed approach is efficiency. Because we eliminated
the previous multi-stage “project-then-train” paradigm, but instead integrating the semi-
supervised and supervised objective into one joint objective, we are able to attain signif-
icant speed improvements. Table 6.4 shows the training time required to produce models
that give results in Table 6.3.

6.5 Error Analysis and Discussion

Figure 6.5 gives two examples of CLiPER in action. Both examples have a named entity
that immediately proceeds the word “纪念碑” (monument) in the Chinese sentence. In
Figure 6.5a, the word “高岗” has literal meaning of a hillock located at a high position,
which also happens to be the name of a former vice president of China. Without hav-
ing previously observed this word as a person name in the labeled training data, the CRF
model does not have enough evidence to believe that this is a PERSON, instead of LOCATION. But the aligned words in English (“Gao Gang”) are clearly part of a person name as they were preceded by a title (“Vice President”). The English model has high expectation that the aligned Chinese word of ”Gao Gang” is also a PERSON. Therefore, projecting the
Table 6.4: CLiPER Timing stats during projection and model training.

<table>
<thead>
<tr>
<th>Method</th>
<th>Chinese</th>
<th>German</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRF</td>
<td>00h19m30s</td>
<td>00h07m15s</td>
</tr>
<tr>
<td>CRF&lt;sub&gt;ptt&lt;/sub&gt;</td>
<td>00h34m02s</td>
<td>00h12m45s</td>
</tr>
<tr>
<td>Burkett</td>
<td>06h16m21s</td>
<td>02h42m17s</td>
</tr>
<tr>
<td>ILP</td>
<td>16h42m07s</td>
<td>04h49m02s</td>
</tr>
<tr>
<td>Gibbs</td>
<td>03h17m25s</td>
<td>01h01m45s</td>
</tr>
<tr>
<td>DualDecomp</td>
<td>00h54m34s</td>
<td>00h22m43s</td>
</tr>
<tr>
<td>CLiPER&lt;sub&gt;h&lt;/sub&gt;</td>
<td>01h28m57s</td>
<td>00h16m30s</td>
</tr>
<tr>
<td>CLiPER&lt;sub&gt;s&lt;/sub&gt;</td>
<td>01h40m43s</td>
<td>00h18m51s</td>
</tr>
</tbody>
</table>

English expectations to Chinese provides a strong clue to help disambiguating this word. Figure 6.5b gives another example: the word “黄河” (Huang He, the Yellow River of China) can be confused with a person name since “黄” (Huang or Hwang) is also a common Chinese last name.\footnote{In fact, a people search of the name 黄河 on the Chinese equivalent of Facebook (www.renren.com) returns over 13,000 matches.} Again, knowing the translation in English, which has the indicative word “River” in it, helps disambiguation.

The CRF<sub>ptt</sub> and CLiPER<sub>h</sub> methods successfully labeled these two examples correctly, but failed to produce the correct label for the example in Figure 6.1. On the other hand, a model trained with the CLiPER<sub>s</sub> method does correctly label both entities in Figure 6.1, demonstrating the merits of the soft projection method.

6.6 Summary

In this chapter, we introduced a domain and language independent method for training discriminative models by projecting expectations across bitext. This method is designed for scenarios where we want to learn a NER tagger for a new language where we have very little or no annotated training data. Experiments on Chinese and German NER show that our method, learned over bitext alone, can rival performance of supervised models trained with thousands of labeled examples. Furthermore, applying our method in a setting where
all labeled examples are available also shows improvements over state-of-the-art supervised methods. Our experiments also showed that soft expectation projection is more favorable to hard projection.
Chapter 7

Conclusions

In this thesis, we presented a set of techniques and new models for improving the performance of sequence labeling models, specifically for Named Entity Recognition (NER) task.

In Chapter 3, we first looked at ways to improve the learning of sequence models. In particular, we addressed the problem of feature weight undertraining, which is a prevalent issue in training feature-rich log-linear models. We propose two solutions to counter this problem. The first solution uses a product-of-experts model to break-up feature coadaptation by creating diverse experts each capturing some parts of the information contained in the training data. Traditional approaches to the product-of-experts model rely heavily on domain expertise and manual effort to craft a diverse set of experts, which is more of an art, and does not generalize well to new domains and datasets. We proposed an automatic expert-induction method by applying a elitist-lasso style regularization term to a logarithmic opinion pooling model, where the regularization term encourages the experts (opinion pools) to be as diverse from each other as possible, while being accurate at their predictions. A second solution we proposed is based on the recent line of work on dropout learning and feature noising. We extend the second-order approximation based feature noising method to structured prediction, and derived an efficient dynamic-programming algorithm for computing the gradients necessary for optimizing the noised version of the CRF learning objective.
We then turn to examine the internal model structure and feature representation of common log-linear models used for sequence labeling. In Chapter 4, we question the conventional wisdom that linear models suffice for most NLP tasks, and little or no advantage can be gained by moving to a non-linear model architecture. We argue that the suitability of a linear architecture cannot be judged independent of the form of feature representations used by the model. We draw the connection between conventional CRF models and the newly proposed deep architecture sequence models, and examine the link between linearity and feature representation empirically. We found that non-linear architectures are more effective in low dimensional continuous input spaces, but that they are not better suited for conventional high-dimensional discrete input spaces.

The focus of the first two parts of our investigation was on model building and learning methods from an inward-looking perspective. In Chapter 5, we turn our lens outwards and examine the sources of signals we use for training sequence models. By and large the main source of training signal comes from manually annotated labels in supervised training data. Unfortunately manual annotation is a resource that is hard to obtain at scale without incurring high cost. Recent advance in semi-supervised learning literature has demonstrated that unlabeled data, which exists in huge volumes, can significantly improve system performance when used in an intelligent way. We draw the observation that there is a rich source of under-utilized information hidden in the vast amount of bilingual translated texts, which has become easily available over the past decade, thanks to advances in statistical machine translation research. Hence, we devise a bilingual tagging framework where we explore links between two pieces of translated text as a form of semantic constraints, and enforce agreements between models in the two languages while decoding a piece of bitext. We show that such agreement constraints can be captured nicely in a factored probabilistic model framework, as well as in an Integer Linear Programming framework. Our results show that bilingual systems that explore these constraints can significantly outperform monolingual systems. Furthermore, we carried out experiments demonstrating that if we take the bilingually decoded output as additional training data in an uptraining approach, we can also improve monolingual system performance.

One drawback in the agreement-seeking bilingual approach is that it requires two
readily-trained models in each side of the language pair as prerequisites. For many languages we do not have any annotated data to train a baseline NER system, and therefore this approach would not apply. To address this concern, in Chapter 6 we further propose a projection-based method that only requires a trained model on one side of the bilingual pair, and effectively projects over bitext signals from the trained model to the other language where we do not have any training signal. Our method makes a key improvement over past projection-based methods, by taking into account label uncertainty and projects model expectations instead of hard label assignments.

There are several high-level conclusions we can draw from this work. Chapter 3 and Chapter 5 both explore ways to get more out of existing training resources without incurring more annotation costs. Chapter 3 improves training data quality by explicitly modeling feature noise in the generation of the training data; Chapter 5 finds more training data by taking advantage of translated text. The empirical success of both attempts showcase that getting more annotated data is not necessarily the most efficient way to improve supervised system performance, and is certainly not the only way. We can actually get quite a lot of mileage by taking a deeper look at resources we already have.

Another common theme we observe from the results obtained in this thesis is that approximate methods that model uncertainties can often lead to significant gains. We have seen this from modeling uncertainty in training data generation (Chapter 3), uncertainty in word alignment (Chapter 5), as well as uncertainty in model output (Chapter 6). Joint modeling of dependent sub-problems can also be beneficial. We saw how joint modeling word alignment and NER in Chapter 5 yields improvements in both, and joint modeling NER in two languages can sometimes improve NER results in both languages.

But of course, nothing comes for free in the world of engineering. As we explore richer data sources such as bitext, we are also facing more challenging engineering problems. For example, modeling the joint probability of a bilingual sequence can quickly render exact inference algorithms intractable. The three approximate inference algorithms we examined in Chapter 5 are quite effective for this problem, and can be broadly applied to many other complex inference problems. However, instead of randomly choosing any approximate inference method and blindly applying it to a problem, it is worth the effort to explore a few options and make problem-specific adjustments, as testified by the various speed and
accuracy tradeoffs of the inference methods we experimented with.

There are many promising directions for future work, building off the work presented in this thesis. For example, the soft-projection framework in Chapter 6 can be greatly extended in two orthogonal directions: we can apply it to learn models for many more language pairs, and we can apply it to more tasks such as dependency parsing and semantic role labeling. In both the soft-projection model and the bilingual tagging model, alignment error is still a major cause of failure. It will be very interesting to explore alignment uncertainties in the soft-projection framework. The model is likely to become very complex and too hard for exact inference, but sampling-based approaches like the Gibbs sampler we presented can offer viable solutions. One of the most challenging problems in NLP is domain adaptation, and although in Chapter 3 we presented some attempts to improve model robustness when applied to out-of-domain data via better regularization, fully robust models and learning methods is still an aloof goal. One interesting idea that needs yet to be explored is to extend the bilingual ideas in this thesis to bi-domain—imagine if we can obtain some form of comparable data that can relate two domains, then we can encode the connection as constraints, and transfer knowledge from one domain to the other. But exactly what sort of data and what sort of constraints can facilitate this purpose still remains unclear.

The vision that one day we will be able to automatically extract semantic relational information from natural language text accurately is a goal that hopefully is not that far away. The work presented in this thesis represents a small fraction of the total research efforts that are aiming at achieving that goal. I hope that the ideas, methods and learnings from this work will inspire more ideas, better methods, and greater learnings in the future, and help moving the needle towards to the Holy Grail of natural language understanding.
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